Annotated output for exploratory factor analysis with R
First, we must load the relevant libraries, read the data, and then remove the missing values.
library(psych)
library(nFactors)

#READ DATA AND REMOVE MISSING VALUES#
library(foreign)
file.choose()
ats.subscales<-read.spss("C:\\research\\sage factor analysis book\\adult temperament scale subscale level.sav",
	to.data.frame=TRUE, use.value.labels=FALSE)
ats.subscales.nomiss<-na.omit(ats.subscales)

Next, we will examine a variety of statistics to help us determine the number of factors to retain.
#SCREE PLOT#
scree(ats.subscales.nomiss)
The scree plot suggests that we should retain between 3 and 4 factors for the factor analysis (FA).
[image: ]
We then examine the objective methods based on the scree plot.
#OBJECTIVE METHODS BASED ON SCREE PLOT#
ats.eigenvalues<-eigen(cor(ats.subscales.nomiss))
nMreg(ats.subscales.nomiss, model="factors")
  b t.p p.b 
  5   4   4
nCng(ats.subscales.nomiss, model="factors")
[1] 5
plotnScree(nScree(ats.eigenvalues$values, model="factors"))
[image: ]
Together, the objective scree plot statistics indicate that 4 or 5 factors should be extracted.

The R commands to conduct parallel analysis, as well as the corresponding results, appear below.
ats.pa<-fa.parallel(ats.subscales.nomiss, fm="pa", n.iter=1000, error.bars=FALSE, SMC=FALSE)
Parallel analysis suggests that the number of factors =  4  and the number of components =  4
[image: ]
These results indicate that we should retain 4 factors.
Next, we will examine the CDM analysis.
EFA.Comp.Data(ats.subscales.nomiss, F.Max=10, N.Pop=10000, N.Samples=500, Alpha=0.30, Graph=F, Spearman=F)
Number of factors to retain:  7

These results indicate that we should retain 7 factors.

We can examine Vellicer’s MAP using the R functions for very simple structure.
#MAP#
ats.vss<-vss(ats.subscales.nomiss, n=13, rotate="promax", diagonal=FALSE, fm="pa", plot=TRUE, SMC=FALSE)
ats.vss$map
[1] 0.04218606 0.04226372 0.04370508 0.04997685 0.05976873 0.07774892 0.10421777 0.14298320 0.20085120 0.28652853
[11] 0.46151314 1.00000000         NA

Based on MAP, we would retain 1 factor.

We can plot the very simple structure solutions using the following command:
#VERY SIMPLE STRUCTURE#
plot(motivation.vss)
[image: ]
These results suggest that regardless of how simple we would like the structure to be, 2 factors should be retained.

The results of the revised parallel analysis appear below.
The estimated number of factors is 7.

The eigenvalues extracted for each sequentially extracted factor based on the observed dataset are: 
  1.94  1.40  1.27  0.57  0.33  0.14  0.00 -0.13 -0.16 -0.20 -0.22 -0.27 -0.31 
  
The 95%ile eigenvalues for each sequentially extracted factor based on the parallel datasets are: 
  0.48  0.35  0.27  0.14  0.09  0.02 -0.03 
  
The percentile ranks of the eigenvalues based on the observed dataset compared to the eigenvalues based on the parallel datasets are: 
 100%ile 100%ile 100%ile 100%ile 100%ile 100%ile 100%ile

As we can see, revised parallel analysis suggests that we retain 7 factors.

Taken together, these results suggest a wide range of optimal factor solutions.  If we focus on those methods that are considered to be the most reliable (parallel analysis, revised parallel analysis, nMreg, nCng, and MAP), then the range of solutions is narrowed to some degree.  At the low end, we have 4 as a possible optimal number, whereas at the high end we have 7.  Given that we have only 12 indicator variables en toto, it would seem unlikely that the upper end of the solution set (7 factors) is very reasonable.  If we retained this many factors, then some would have only 1 indicator.  Thus, a more reasonable approach would be to examine results for the 4 and 5 factor solutions, which we will do next.
In this analysis, we use principal axis extraction with Promax rotation, and put the individual variable r-square values on the diagonal of the correlation matrix (SMC=TRUE) from which the factors are extracted.
ats.4factor<-fa(ats.subscales.nomiss, nfactors=4, rotate="promax", SMC=TRUE, fm="pa")
ats.5factor<-fa(ats.subscales.nomiss, nfactors=5, rotate="promax", SMC=TRUE, fm="pa")
anova(ats.4factor, ats.5factor)

As it turns out, the 5 factor solution was not able to converge, and thus the resulting parameter estimates may not be particularly dependable.  Therefore, we will first focus our attention on the 4 factor solution, which appears below.
Factor Analysis using method =  pa
Call: fa(r = ats.subscales.nomiss, nfactors = 4, rotate = "promax", 
    SMC = TRUE, fm = "pa")
Standardized loadings (pattern matrix) based upon correlation matrix
           PA4   PA2   PA1   PA3   h2   u2 com
ATS_FEAR  0.75 -0.12  0.01  0.00 0.59 0.41 1.0
ATS_FRUS  0.36 -0.40 -0.07 -0.02 0.30 0.70 2.0
ATS_SAD   0.55 -0.05  0.13  0.22 0.42 0.58 1.5
ATS_DISC  0.54  0.04  0.09 -0.26 0.39 0.61 1.5
ATS_ACTC  0.25  0.75 -0.03  0.27 0.59 0.41 1.5
ATS_ATTC -0.13  0.54  0.04 -0.02 0.32 0.68 1.1
ATS_INHC -0.11  0.51  0.01 -0.12 0.31 0.69 1.2
ATS_SOCI  0.01 -0.08 -0.11  0.69 0.47 0.53 1.1
ATS_HIP  -0.32 -0.30  0.18  0.36 0.39 0.61 3.4
ATS_POSA  0.02  0.19  0.00  0.61 0.37 0.63 1.2
ATS_NPS   0.12  0.07  0.53  0.10 0.37 0.63 1.2
ATS_APS   0.07  0.13  0.80  0.05 0.72 0.28 1.1
ATS_ASSO  0.00 -0.09  0.66 -0.19 0.40 0.60 1.2

The communalities for each of the variables appear in the h2 column, and indicate that between 30% (FRUS) and 72% (APS) of the variance in the indicators is accounted for by the factors.
In terms of the factor structure, FEAR, FRUS, SAD, DISC, and HIP loaded on Factor 4, FRUS, ACTC, ATTC, and INHC loaded on Factor 2, NPS, APS, and ASSO loaded on Factor 1, and SOCI, HIP, and POSA loaded on Factor 3.  Thus, HIP and FRUS both cross-loaded on multiple factors.






                       PA4  PA2  PA1  PA3
SS loadings           1.54 1.44 1.47 1.20
Proportion Var        0.12 0.11 0.11 0.09
Cumulative Var        0.12 0.23 0.34 0.43
Proportion Explained  0.27 0.26 0.26 0.21
Cumulative Proportion 0.27 0.53 0.79 1.00

The cumulative proportion of variance accounted for by the 4 factor solution is 0.43.

 With factor correlations of 
      PA4   PA2  PA1   PA3
PA4  1.00 -0.07 0.26 -0.04
PA2 -0.07  1.00 0.04 -0.16
PA1  0.26  0.04 1.00  0.29
PA3 -0.04 -0.16 0.29  1.00

Factor 1 is moderately correlated with Factors 3 and 4, and Factors 2 and 3 have a negative correlation of -0.16.

Mean item complexity =  1.5
Test of the hypothesis that 4 factors are sufficient.

The degrees of freedom for the null model are  78  and the objective function was  2.96 with Chi Square of  1016.69
The degrees of freedom for the model are 32  and the objective function was  0.42 

The root mean square of the residuals (RMSR) is  0.05 
The df corrected root mean square of the residuals is  0.07 

The harmonic number of observations is  350 with the empirical chi square  111.66  with prob <  9.4e-11 
The total number of observations was  350  with Likelihood Chi Square =  141.8  with prob <  9e-16 

[bookmark: _GoBack]The Chi-square test results indicate that the 4 factor solution does not provide perfect fit to the data.

Tucker Lewis Index of factoring reliability =  0.712
RMSEA index =  0.101  and the 90 % confidence intervals are  0.083 0.116
BIC =  -45.65
Fit based upon off diagonal values = 0.95
Measures of factor score adequacy             
                                                   PA4  PA2  PA1  PA3
Correlation of (regression) scores with factors   0.87 0.85 0.89 0.83
Multiple R square of scores with factors          0.75 0.73 0.79 0.69
Minimum correlation of possible factor scores     0.51 0.46 0.58 0.38
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