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[bookmark: _GoBack]SPSS syntax and output for Chapter 1: Simple Regression
Almost all of the analyses and graphs presented in the text were created using R software. Many of these analyses and graphs can also be created using SPSS, but some specific features available in R are not available with SPSS (or are not easily re-created). Furthermore, graphs can look rather different when created with SPSS instead of R, but these differences are largely cosmetic.
This document assumes some prior familiarity with SPSS, particularly how to use syntax files, how to import data files, and how to work with the Data View and Variable View spreadsheet interfaces. For those who are unfamiliar with using syntax to write and execute commands in SPSS, this webpage should prove helpful: http://libguides.library.kent.edu/SPSS/Syntax
The primary reason for the popularity of SPSS is likely that most, if not all, data management tasks and data analyses can be carried out using the point-and-click drop-down menu interface. However, strictly relying on the point-and-click procedure quickly becomes tedious (and error prone) for most projects and instead carrying out commands using syntax introduces considerable efficiency. As the webpage named above explains, the use of syntax also has the advantages of improving reproducibility and communication because a syntax file can be saved for future re-use, whereas it can be difficult to remember all of the point-and-click commands that were used in a given analysis.  
That being said, it is possible to use the point-and-click menus in concert with syntax. For instance, if one does not know the syntax commands for a given analysis, one can often find the analysis in the pull-down menus, then clicking the “paste” button will automatically paste the equivalent commands in the syntax window. 
With practice, the use of syntax becomes second nature.
Keep in mind that SPSS syntax is not case sensitive; SPSS commands are presented in capital letters below only to help distinguish them from the rest of the text and output.

Begin by importing the 'aggression.txt' data into SPSS. The GET DATA command is used because this data file is a tab-delimited text file (indicated by the /DELIMITERS="\t" option) rather than an SPSS .sav file:
GET DATA  /TYPE=TXT
  /FILE="aggression.dat"
  /DELIMITERS="\t"
  /VARIABLES=
  age AUTO
  BPAQ AUTO
  AISS AUTO
  alcohol AUTO
  BIS AUTO
  NEOc AUTO
  gender AUTO
  NEOo AUTO
  /MAP.
EXECUTE.
The EXAMINE command can be used to create the boxplot and histogram of BPAQ (Figure 1.2) as well as the descriptive statistics in Table 1.1:
EXAMINE VARIABLES=BPAQ
  /PLOT=BOXPLOT HISTOGRAM
  /STATISTICS=DESCRIPTIVES.

	Descriptives

	
	Statistic
	Std. Error

	BPAQ
	Mean
	2.61253918500
	.031598885900

	
	95% Confidence Interval for Mean
	Lower Bound
	2.55033173400
	

	
	
	Upper Bound
	2.67474663600
	

	
	5% Trimmed Mean
	2.61076280000
	

	
	Median
	2.62068965500
	

	
	Variance
	.275
	

	
	Std. Deviation
	.5240082420000
	

	
	Minimum
	1.3448275860
	

	
	Maximum
	4.0344827590
	

	
	Range
	2.6896551720
	

	
	Interquartile Range
	.7586206900
	

	
	Skewness
	.010
	.147

	
	Kurtosis
	-.378
	.293
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Notice that SPSS prints out results and axis labels to an absurd number of decimal places. The number of decimal places can’t be controlled within the EXAMINE command itself; instead, one can trim decimal places in the “Variable View” data spreadsheet.
The SPSS syntax to create a histogram with a super-imposed kernel density smoother (as in Figure 1.3) is unreasonably complex, and therefore not shown here.

Simple regression with a single predictor
The scatterplot of BPAQ scores against BIS scores (Figure 1.4) can be created with the SCATTERPLOT option of the GRAPH command. The variable on the left-hand side of with will go on the x-axis while the variable on the right-hand side goes on the y-axis:

GRAPH
  /SCATTERPLOT=BIS with BPAQ.
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The CORRELATIONS command gives the correlation; any number of variables can be listed with the the VARIABLES= option, but for now we only need the correlation between BPAQ and BIS. Unfortunately, the CORRELATIONS command cannot be used to obtain the usual confidence interval for a correlation (i.e., a CI based on the Fisher r-to-Z transformation):

CORRELATIONS
  /VARIABLES=BPAQ BIS.

	Correlations

	
	BPAQ
	BIS

	BPAQ
	Pearson Correlation
	1
	.321

	
	Sig. (2-tailed)
	
	.000

	
	N
	275
	275

	BIS
	Pearson Correlation
	.321
	1

	
	Sig. (2-tailed)
	.000
	

	
	N
	275
	275


Above, “Sig. (2-tailed)” gives the p-value of a t-test for the null hypothesis that the population correlation equals zero.
We can use the NONPAR CORR command to produce Spearman's rank-order correlation instead:

NONPAR CORR
  /VARIABLES=BPAQ BIS
  /PRINT=SPEARMAN.

	Correlations

	
	BPAQ
	BIS

	Spearman's rho
	BPAQ
	Correlation Coefficient
	1.000
	.305

	
	
	Sig. (2-tailed)
	.
	.000

	
	
	N
	275
	275

	
	BIS
	Correlation Coefficient
	.305
	1.000

	
	
	Sig. (2-tailed)
	.000
	.

	
	
	N
	275
	275


Here, the Spearman correlation of .305 is very close to the Pearson product-moment correlation given earlier.

The syntax to create a scatterplot enhanced with the fitted least-squares regression line as well as a non-parametric LOWESS curve (Figure 1.5) is excessively complex. Instead, one can add the LOWESS curve or a fitted regression line to the scatterplot already created above by activating the interactive “Chart Editor” according to these steps:
1) Double left-click the graph to get into edit mode, which will open the Chart Editor window.
2) Click one of the data points once. All data points in the graph will be highlighted.
3) In the row of buttons above the plot, find the "Add Fit Line at Total" button (which looks like a scatterplot with straight regression line). Click this button once to open "Fit Lines Properties".
4) Select the "Loess" option. To control the amount of smoothing (i.e., the LOWESS span), select a " % of points to fit"; the higher the number, the smoother the line.
5) Click "Apply", then click "Close".
6) You will see the fitted line on the scatterplot, highlighted.
These steps can then be repeated to add a straight linear regression line to the plot (undo the tick mark in the “Attach label to line” option).
Consistent with Figure 1.5, in the graph below the LOWESS curve and the fitted regression line are very close (such that it may be difficult to see both):
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The REGRESSION command can be used to specify a simple linear regression model and estimate it using OLS.

The /DEPENDENT line is used to name the outcome variable, while the /METHOD=ENTER line is used to name the predictor (/METHOD=ENTER is a strange and verbose way to refer to the predictor variable, but the /METHOD=ENTER :option is the SPSS way to distinguish simultaneous multiple regression from “forward”, “backward”, and “stepwise” regression, which are procedures discussed in Chapter 2):

REGRESSION
  /DEPENDENT BPAQ
  /METHOD=ENTER BIS.

The output follows:

	Variables Entered/Removeda

	Model
	Variables Entered
	Variables Removed
	Method

	1
	BISb
	.
	Enter

	a. Dependent Variable: BPAQ

	b. All requested variables entered.


Above, the first part of the output simply reminds you of the regression model you asked for.

	Model Summary

	Model
	R
	R Square
	Adjusted R Square
	Std. Error of the Estimate

	1
	.321a
	.103
	.100
	.4972425070000

	a. Predictors: (Constant), BIS


The results in the “Model Summary” above are explained in Chapter 2. But here, for this simple regression model we see that R is just the same correlation value between BPAQ and BIS that was obtained earlier. Additionally, the “R Square” value matches the coefficient of determination, i.e., the proportion of variance in BPAQ explained by the model.
	ANOVAa

	Model
	Sum of Squares
	df
	Mean Square
	F
	Sig.

	1
	Regression
	7.737
	1
	7.737
	31.292
	.000b

	
	Residual
	67.499
	273
	.247
	
	

	
	Total
	75.236
	274
	
	
	

	a. Dependent Variable: BPAQ

	b. Predictors: (Constant), BIS


Likewise, these ANOVA results are also explained in Chapter 2.

	Coefficientsa

	Model
	Unstandardized Coefficients
	Standardized Coefficients
	t
	Sig.

	
	B
	Std. Error
	Beta
	
	

	1
	(Constant)
	1.522
	.197
	
	7.713
	.000

	
	BIS
	.478
	.085
	.321
	5.594
	.000

	a. Dependent Variable: BPAQ


Above, notice that the “Unstandardized Coefficients” under the “B” column match the parameter estimates given in the text, as does the standard error of the estimate for the BIS predictor and the corresponding t-test.
We can run the REGRESSION command again to obtain a 95% confidence interval for the regression slope estimate using the /STATISTICS=CI option:

REGRESSION
  /STATISTICS=CI
  /DEPENDENT BPAQ
  /METHOD=ENTER BIS.

When CI is the only thing on the /STATISTICS=CI line, then the confidence intervals comprise all of the output produced: 
	Coefficientsa

	Model
	95.0% Confidence Interval for B

	
	Lower Bound
	Upper Bound

	1
	(Constant)
	1.133
	1.910

	
	BIS
	.310
	.646

	a. Dependent Variable: BPAQ




Simple regression with a dichotomous predictor
The EXAMINE command used earlier can be expanded to break down descriptive statistics across a grouping variable (e.g., gender):
EXAMINE VARIABLES=BPAQ BY gender
  /STATISTICS DESCRIPTIVE.
After results for the total sample are shown (which are redundant with the BPAQ descriptive statistics produced earlier), the results BY gender are displayed:

	Case Processing Summary

	
	gender
	Cases

	
	
	Valid
	Missing
	Total

	
	
	N
	Percent
	N
	Percent
	N
	Percent

	BPAQ
	0
	57
	100.0%
	0
	0.0%
	57
	100.0%

	
	1
	218
	100.0%
	0
	0.0%
	218
	100.0%



	Descriptives

	
	gender
	Statistic
	Std. Error

	BPAQ
	0
	Mean
	2.661826981000
	.0674937957000

	
	
	95% Confidence Interval for Mean
	Lower Bound
	2.526620661000
	

	
	
	
	Upper Bound
	2.797033301000
	

	
	
	5% Trimmed Mean
	2.665725617000
	

	
	
	Median
	2.689655172000
	

	
	
	Variance
	.260
	

	
	
	Std. Deviation
	.5095669830000
	

	
	
	Minimum
	1.6206896550
	

	
	
	Maximum
	3.6896551720
	

	
	
	Range
	2.0689655170
	

	
	
	Interquartile Range
	.8965517240
	

	
	
	Skewness
	-.005
	.316

	
	
	Kurtosis
	-.854
	.623

	
	1
	Mean
	2.599652009000
	.0357679163000

	
	
	95% Confidence Interval for Mean
	Lower Bound
	2.529155009000
	

	
	
	
	Upper Bound
	2.670149009000
	

	
	
	5% Trimmed Mean
	2.596242399000
	

	
	
	Median
	2.620689655000
	

	
	
	Variance
	.279
	

	
	
	Std. Deviation
	.5281069550000
	

	
	
	Minimum
	1.3448275860
	

	
	
	Maximum
	4.0344827590
	

	
	
	Range
	2.6896551720
	

	
	
	Interquartile Range
	.7672413790
	

	
	
	Skewness
	.019
	.165

	
	
	Kurtosis
	-.266
	.328



In the output above, it's important to know that results for gender = 0 correspond to males and results for gender = 1 correspond to females. 
Specify, estimate, and get results for the linear model of BPAQ regressed on gender:
REGRESSION
  /DEPENDENT BPAQ
  /METHOD=ENTER gender.

	Model Summary

	Model
	R
	R Square
	Adjusted R Square
	Std. Error of the Estimate

	1
	.048a
	.002
	-.001
	.5243573290000

	a. Predictors: (Constant), gender



	ANOVAa

	Model
	Sum of Squares
	df
	Mean Square
	F
	Sig.

	1
	Regression
	.175
	1
	.175
	.635
	.426b

	
	Residual
	75.062
	273
	.275
	
	

	
	Total
	75.236
	274
	
	
	

	a. Dependent Variable: BPAQ

	b. Predictors: (Constant), gender



	Coefficientsa

	Model
	Unstandardized Coefficients
	Standardized Coefficients
	t
	Sig.

	
	B
	Std. Error
	Beta
	
	

	1
	(Constant)
	2.662
	.069
	
	38.326
	.000

	
	gender
	-.062
	.078
	-.048
	-.797
	.426

	a. Dependent Variable: BPAQ



REGRESSION
  /STATISTICS=CI
  /DEPENDENT BPAQ
  /METHOD=ENTER gender.

	Coefficientsa

	Model
	95.0% Confidence Interval for B

	
	Lower Bound
	Upper Bound

	1
	(Constant)
	2.525
	2.799

	
	gender
	-.216
	.091

	a. Dependent Variable: BPAQ



Use the T-TEST command to verify that the t-test for the gender regression slope from the regression model matches the between-groups t-test. Note that the values given in parentheses next to gender simply indicate the numerical data codes for the two groups:
T-TEST GROUPS=gender(0 1)
  /VARIABLE=BPAQ.
In the output, SPSS first gives descriptive statistics across the two groups which are redundant with the descriptive stats produced above and so are not shown here. Next come the t-test results; SPSS automatically produces t-test results both assuming homogeneity of variance and results for a robust t-test test that does not assume homogeneity of variance (ignore “Levene’s Test for Equality of Variances”; this test is problematic):
	Independent Samples Test

	
	Levene's Test for Equality of Variances
	t-test for Equality of Means

	
	F
	Sig.
	t
	df
	Sig. (2-tailed)
	Mean Difference
	Std. Error Difference

	
	
	
	
	
	
	
	

	BPAQ
	Equal variances assumed
	.030
	.863
	.797
	273
	.426
	.0621749724000
	.0780060011000

	
	Equal variances not assumed
	
	
	.814
	90.038
	.418
	.0621749724000
	.0763855765000


The value of the t-statistic (.797) and corresponding p-value (.426) above match the results for the 'gender' predictor in the regression model (aside from an arbitrary sign flip).
Likewise, SPSS automatically produces a 95% confidence interval for the mean difference, which is the same (aside from an arbitrary sign flip) are the 95% confidence interval for the regression slope given earlier (the 95% CI has been trimmed from the table above so that the table could fit on this page).

Basic regression diagnostics
Returning to the model regressing BPAQ on BIS, we can include the optional /SAVE command to save the hat values (i.e., leverage), externally Studentized residuals, and Cook’s distance values as new variables:
REGRESSION
  /DEPENDENT BPAQ
  /METHOD=ENTER BIS
  /SAVE LEVER RESID SDRESID COOK.

The /SAVE option above will cause the hat values (LEVER), residuals (RESID), externally Studentized residuals (SDRESID), and Cook’s distance values (SDRESID) to be created as new variables in the active dataset, named LEV_1, RES_1, SDR_1, and COO_1, respectively (the _1 in these new variables’ names indicates that they are the first such set of variables to be created from a regression model; if you were to fit another regression model and save out the residuals, etc., then their names would end with _2).

Now we can use the GRAPH command to create a histogram of the residuals (like Figure 1.8):

GRAPH
  /HISTOGRAM=RES_1.
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And we can use the GRAPH command to plot the residuals against the BIS predictor (like Figure 1.10):

GRAPH
  /SCATTERPLOT=BIS with RES_1.
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Index plots of the hat values, Studentized residuals, and Cook’s distance are then created as follows (like Figures 1.13 to 1.15):
COMPUTE index=$casenum.

GRAPH
  /SCATTERPLOT=index with LEV_1.
GRAPH
  /SCATTERPLOT=index with SDR_1.
GRAPH
  /SCATTERPLOT=index with COO_1.
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