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Much of the material in this document builds on the Mplus syntax and output from earlier chapters. If necessary, refer back to those documents for reminders.

The ‘DATA’ and ‘VARIABLE’ commands for the adolescent alcohol use example are below:
DATA:
  FILE IS "alcuseMp.txt";

VARIABLE:
  NAMES ARE id gender coa alc11-alc15;
  USEVARIABLES ARE alc13-alc15;
  MISSING = .;
The missing values in the data file are denoted as periods.
Keep in mind that this data file is in the wide format described in Chapter 11.
Above, the ‘USEVARIABLES’ subcommand includes the alcohol use variables only for ages 13 to 15 to correspond to the unconditional, linear GCM growth model next. When further models are estimated that include more variables, the ‘USEVARIABLES’ subcommand will need to be changed to include the additional variables.

GCMs for linear change using SEM
Unconditional linear GCM: Model specification and estimation
The unconditional linear GCM for alcohol use from age 13 to age 15 is specified much like the specification of a CFA model, except parameter constraints are used to define the intercept and slope factors. As explained in the chapter, the factor loading of each observed variable is fixed = 1 for the intercept factor (using the ‘@1’ notation), whereas the slope factor loadings are fixed as increasing integer values according to the passage of time (i.e., one-year increments using the ‘@’ notation):
MODEL:
  int BY alc13@1 alc14@1 alc15@1;
  slope BY alc13@0 alc14@1 alc15@2;
  [int* slope*];
  [alc13-alc15@0];
Next, the line 
  [int* slope*];
is used to tell Mplus to estimate the latent variable means as free parameters. Because the latent variable means are free parameters, the observed variable means must be fixed to 0 for model identification, which is accomplished with the line 
  [alc13-alc15@0];
In general, model input lines enclosed in square brackets are used to refer to means and intercepts.

The entire input script for the unconditional linear model looks like this:
TITLE: unconditional linear model

DATA:
  FILE IS "alcuseMp.txt";

VARIABLE:
  NAMES ARE id gender coa alc11-alc15;
  USEVARIABLES ARE alc13-alc15;
  MISSING = .;

ANALYSIS:
  ESTIMATOR = MLR;

MODEL:
  int BY alc13@1 alc14@1 alc15@1;
  slope BY alc13@0 alc14@1 alc15@2;
  [int* slope*];
  [alc13-alc15@0];

OUTPUT:
  SAMPSTAT STDYX;
In the ‘ANALYSIS’ command, the ‘ESTIMATOR = MLR' option is used to implement the robust maximum likelihood procedure described in Chapter 10. Additionally, Mplus will implement so-called "full-information maximum likelihood" estimation to account for the presence of incomplete cases. FIML estimation, also known as "direct maximum likelihood," is described in Chapter 11.
Again, ‘SAMPSTAT’ is included to obtain descriptive statistics. 
In general, standardized estimates of GCM parameters should not be interpreted. Here, STDYX output is requested only to obtain the standardized covariance, i.e., the correlation, between the intercept and slope growth factors.
Pertinent output is given next:
     Number of missing data patterns             6

     PROPORTION OF DATA PRESENT

           Covariance Coverage
              ALC13         ALC14         ALC15
              ________      ________      ________
 ALC13          0.699
 ALC14          0.469         0.770
 ALC15          0.247         0.506         0.526

As explained in Chapter 11, this dataset has a large amount of missing data, which is reflected above in the ‘Covariance Coverage’ values. The meaning of ‘Covariance Coverage’ was explained in the Mplus documentation for earlier chapters.
     ESTIMATED SAMPLE STATISTICS

           Means
              ALC13         ALC14         ALC15
              ________      ________      ________
      1         0.206         0.428         0.805

           Covariances
              ALC13         ALC14         ALC15
              ________      ________      ________
 ALC13          0.213
 ALC14          0.229         0.720
 ALC15          0.247         0.623         1.422

           Correlations
              ALC13         ALC14         ALC15
              ________      ________      ________
 ALC13          1.000
 ALC14          0.586         1.000
 ALC15          0.449         0.616         1.000

UNIVARIATE HIGHER-ORDER MOMENT DESCRIPTIVE STATISTICS

     UNIVARIATE HIGHER-ORDER MOMENT DESCRIPTIVE STATISTICS

         Variable/         Mean/     Skewness/   Minimum/ % with                Percentiles
        Sample Size      Variance    Kurtosis    Maximum  Min/Max      20%/60%    40%/80%    Median

     ALC13                 0.188       3.182       0.000   74.39%       0.000      0.000      0.000
             246.000       0.194      11.243       2.656    0.41%       0.000      0.250
     ALC14                 0.438       3.251       0.000   57.20%       0.000      0.000      0.000
             271.000       0.719      12.775       6.000    0.37%       0.219      0.719
     ALC15                 0.819       1.888       0.000   43.24%       0.000      0.000      0.469
             185.000       1.386       3.269       5.500    0.54%       0.469      1.625

The descriptive statistics for the total sample given in Table 11.1 are consistent with the output above (which also gives further descriptive stats for the full sample).
Chi-Square Test of Model Fit
          Value                              3.274*
          Degrees of Freedom                     1
          P-Value                           0.0704
          Scaling Correction Factor         0.9338
            for MLR

RMSEA (Root Mean Square Error Of Approximation)
          Estimate                           0.080
          90 Percent C.I.                    0.000  0.184
          Probability RMSEA <= .05           0.195

CFI/TLI
          CFI                                0.915
          TLI                                0.746

Chi-Square Test of Model Fit for the Baseline Model
          Value                             29.848
          Degrees of Freedom                     3
          P-Value                           0.0000

SRMR (Standardized Root Mean Square Residual)
          Value                              0.025
The model fit stats reported above are consistent with those given in Chapter 11 for this model, except the RMSEA, CFI, and TLI values above do not equal the values reported in Chapter 11, which were adjusted based on Brosseau-Liard & Savalei (2014) and Brosseau-Liard et al. (2012).
MODEL RESULTS
                                                    Two-Tailed
                    Estimate       S.E.  Est./S.E.    P-Value

 INT      BY
    ALC13              1.000      0.000    999.000    999.000
    ALC14              1.000      0.000    999.000    999.000
    ALC15              1.000      0.000    999.000    999.000

 SLOPE    BY
    ALC13              0.000      0.000    999.000    999.000
    ALC14              1.000      0.000    999.000    999.000
    ALC15              2.000      0.000    999.000    999.000

 SLOPE    WITH
    INT                0.022      0.092      0.237      0.813

 Means
    INT                0.202      0.030      6.646      0.000
    SLOPE              0.271      0.039      7.019      0.000

 Intercepts
    ALC13              0.000      0.000    999.000    999.000
    ALC14              0.000      0.000    999.000    999.000
    ALC15              0.000      0.000    999.000    999.000

 Variances
    INT                0.205      0.140      1.468      0.142
    SLOPE              0.175      0.100      1.755      0.079

 Residual Variances
    ALC13              0.007      0.133      0.051      0.960
    ALC14              0.297      0.096      3.107      0.002
    ALC15              0.435      0.267      1.628      0.104

STANDARDIZED MODEL RESULTS

STDYX Standardization
                                                    Two-Tailed
                    Estimate       S.E.  Est./S.E.    P-Value

 INT      BY
    ALC13              0.984      0.320      3.077      0.002
    ALC14              0.533      0.158      3.385      0.001
    ALC15              0.379      0.134      2.821      0.005

 SLOPE    BY
    ALC13              0.000      0.000    999.000    999.000
    ALC14              0.493      0.113      4.371      0.000
    ALC15              0.700      0.194      3.601      0.000

 SLOPE    WITH
    INT                0.115      0.545      0.211      0.833
In the output above, the unstandardized parameter estimates (and corresponding standard errors and Z tests) match those reported in Table 11.4 and described in the text.
Again, standardized estimates should not be reported or interpreted for GCMs. The exception is for any covariance estimate, because a completely standardized covariance is in the correlation metric. Above we see that the correlation between the intercept and slope factors = .115, which is the standardized covariance between the two growth factors.

Coding time to change the trajectory intercept
As described in Chapter 11, the trajectory intercept factor represents alcohol use at age 15 rather than age 13 if the slope factor loadings are recoded as follows (model estimation remains the same):
MODEL:
  int BY alc13@1 alc14@1 alc15@1;
  slope BY alc13@-2 alc14@-1 alc15@0;
  [int* slope*];
  [alc13-alc15@0];
Which leads to the following output:
Chi-Square Test of Model Fit

          Value                              3.274*
          Degrees of Freedom                     1
          P-Value                           0.0704
          Scaling Correction Factor         0.9339
            for MLR

RMSEA (Root Mean Square Error Of Approximation)
          Estimate                           0.080
          90 Percent C.I.                    0.000  0.184
          Probability RMSEA <= .05           0.195

CFI/TLI
          CFI                                0.915
          TLI                                0.746

SRMR (Standardized Root Mean Square Residual)
          Value                              0.025

MODEL RESULTS
                                                    Two-Tailed
                    Estimate       S.E.  Est./S.E.    P-Value

 INT      BY
    ALC13              1.000      0.000    999.000    999.000
    ALC14              1.000      0.000    999.000    999.000
    ALC15              1.000      0.000    999.000    999.000

 SLOPE    BY
    ALC13             -2.000      0.000    999.000    999.000
    ALC14             -1.000      0.000    999.000    999.000
    ALC15              0.000      0.000    999.000    999.000

 SLOPE    WITH
    INT                0.372      0.151      2.459      0.014

 Means
    INT                0.744      0.079      9.481      0.000
    SLOPE              0.271      0.039      7.019      0.000

 Intercepts
    ALC13              0.000      0.000    999.000    999.000
    ALC14              0.000      0.000    999.000    999.000
    ALC15              0.000      0.000    999.000    999.000

 Variances
    INT                0.992      0.301      3.292      0.001
    SLOPE              0.175      0.100      1.755      0.079

 Residual Variances
    ALC13              0.007      0.133      0.051      0.960
    ALC14              0.297      0.096      3.107      0.002
    ALC15              0.435      0.267      1.628      0.104

STDYX Standardization

SLOPE    WITH
    INT                0.892      0.090      9.859      0.000
As reported in Chapter 11, the model fit statistics are identical to those obtained earlier. The parameter estimates above correspond with those reported in Table 11.6.

Conditional linear growth model
The unconditional linear GCM specified above is easily modified to include the regression of the growth factors on gender and parental alcoholism (i.e., COA vs. controls):
MODEL:
  int BY alc13@1 alc14@1 alc15@1;
  slope BY alc13@-2 alc14@-1 alc15@0;
  [int* slope*];
  [alc13-alc15@0];
  int ON coa gender;
  slope ON coa gender;
Keep in mind that it is also necessary to add ‘coa’ and ‘gender’ to the ‘USEVARIABLES’ list in the ‘VARIABLE’ command.
Then the output contains the following results:
MODEL RESULTS

                                                    Two-Tailed
                    Estimate       S.E.  Est./S.E.    P-Value

 INT      BY
    ALC13              1.000      0.000    999.000    999.000
    ALC14              1.000      0.000    999.000    999.000
    ALC15              1.000      0.000    999.000    999.000

 SLOPE    BY
    ALC13             -2.000      0.000    999.000    999.000
    ALC14             -1.000      0.000    999.000    999.000
    ALC15              0.000      0.000    999.000    999.000

 INT      ON
    COA                0.804      0.134      6.018      0.000
    GENDER            -0.011      0.134     -0.080      0.936

 SLOPE    ON
    COA                0.299      0.068      4.380      0.000
    GENDER             0.036      0.067      0.538      0.591

 SLOPE    WITH
    INT                0.324      0.135      2.410      0.016

 Intercepts
    ALC13              0.000      0.000    999.000    999.000
    ALC14              0.000      0.000    999.000    999.000
    ALC15              0.000      0.000    999.000    999.000
    INT                0.330      0.211      1.565      0.118
    SLOPE              0.057      0.106      0.535      0.592

 Residual Variances
    ALC13              0.000      0.131      0.003      0.997
    ALC14              0.300      0.091      3.307      0.001
    ALC15              0.408      0.244      1.671      0.095
    INT                0.843      0.264      3.189      0.001
    SLOPE              0.163      0.092      1.767      0.077
The parameter estimates above match those in Table 11.7 and described in the text.

GCMs for non-linear change using SEM
Unconditional quadratic GCM
The complete input script to specify and estimate the unconditional quadratic GCM with time centered at age 11 is below. 
First, the ‘USEVARIABLES’ list in the ‘VARIABLE’ command includes all of the alcohol use variables from ages 11 to 15 (‘alc11-alc15’).
Additionally, in the ‘ANALYSIS’ command, ‘COVERAGE = 0’ has been specified because the covariance coverage due to missing data is lower than the default covariance coverage value; without lowering the coverage, Mplus would not estimate the model correctly.
TITLE: unconditional quadratic model

DATA:
  FILE IS "alcuseMp.txt";

VARIABLE:
  NAMES ARE id gender coa alc11-alc15;
  USEVARIABLES ARE alc11-alc15;
  MISSING = .;

ANALYSIS:
  ESTIMATOR = MLR;
  COVERAGE = 0;

MODEL:
  int BY alc11@1 alc12@1 alc13@1 alc14@1 alc15@1;
  linear BY alc11@0 alc12@1 alc13@2 alc14@3 alc15@4;
  quad BY alc11@0 alc12@1 alc13@4 alc14@9 alc15@16;
  [int* linear* quad*];
  [alc11-alc15@0];
  alc11@0;

OUTPUT:
  SAMPSTAT STDYX;
In the ‘MODEL’ command, there are now three latent growth factors: the intercept factor (‘int’), the linear slope factor (‘linear’), and the quadratic factor (‘quad’). The fixed factor loadings of the quadratic factor equal the linear factor loadings squared. 
Also notice that this model specification also restricts the residual variance for age 11 alcohol use to equal 0, consistent with the results reported in Chapter 11.
The output follows:
Chi-Square Test of Model Fit
          Value                              4.886*
          Degrees of Freedom                     5
          P-Value                           0.4299
          Scaling Correction Factor         2.5982
            for MLR

RMSEA (Root Mean Square Error Of Approximation)
          Estimate                           0.000
          90 Percent C.I.                    0.000  0.073
          Probability RMSEA <= .05           0.802

CFI/TLI
          CFI                                1.000
          TLI                                1.004

Chi-Square Test of Model Fit for the Baseline Model

          Value                             58.141
          Degrees of Freedom                     8
          P-Value                           0.0000

SRMR (Standardized Root Mean Square Residual)
          Value                              0.090
As reported in Chapter 11, the quadratic growth model fits the data very well.
MODEL RESULTS
                                                    Two-Tailed
                    Estimate       S.E.  Est./S.E.    P-Value

 INT      BY
    ALC11              1.000      0.000    999.000    999.000
    ALC12              1.000      0.000    999.000    999.000
    ALC13              1.000      0.000    999.000    999.000
    ALC14              1.000      0.000    999.000    999.000
    ALC15              1.000      0.000    999.000    999.000

 LINEAR   BY
    ALC11              0.000      0.000    999.000    999.000
    ALC12              1.000      0.000    999.000    999.000
    ALC13              2.000      0.000    999.000    999.000
    ALC14              3.000      0.000    999.000    999.000
    ALC15              4.000      0.000    999.000    999.000

 QUAD     BY
    ALC11              0.000      0.000    999.000    999.000
    ALC12              1.000      0.000    999.000    999.000
    ALC13              4.000      0.000    999.000    999.000
    ALC14              9.000      0.000    999.000    999.000
    ALC15             16.000      0.000    999.000    999.000

 LINEAR   WITH
    INT               -0.003      0.026     -0.105      0.916

 QUAD     WITH
    INT               -0.002      0.009     -0.221      0.825
    LINEAR            -0.026      0.017     -1.530      0.126

 Means
    INT                0.049      0.020      2.377      0.017
    LINEAR            -0.011      0.032     -0.346      0.729
    QUAD               0.047      0.010      4.899      0.000

 Intercepts
    ALC11              0.000      0.000    999.000    999.000
    ALC12              0.000      0.000    999.000    999.000
    ALC13              0.000      0.000    999.000    999.000
    ALC14              0.000      0.000    999.000    999.000
    ALC15              0.000      0.000    999.000    999.000

 Variances
    INT                0.022      0.012      1.751      0.080
    LINEAR             0.097      0.049      1.987      0.047
    QUAD               0.012      0.006      1.870      0.062

 Residual Variances
    ALC11              0.000      0.000    999.000    999.000
    ALC12              0.068      0.040      1.708      0.088
    ALC13              0.049      0.038      1.278      0.201
    ALC14              0.311      0.090      3.469      0.001
    ALC15              0.278      0.292      0.953      0.340
The results above correspond to the results given in Table 11.8 and described in the text with time centered at age 11.
The unconditional quadratic model with time centered at age 13 rather than age 11 is specified below:
MODEL:
  int BY alc11@1 alc12@1 alc13@1 alc14@1 alc15@1;
  linear BY alc11@-2 alc12@-1 alc13@0 alc14@1 alc15@2;
  quad BY alc11@4 alc12@1 alc13@0 alc14@1 alc15@4;
  [int* linear* quad*];
  [alc11-alc15@0];
  alc11@0;
which produces the following results (model fit stats are identical to those obtained with time centered at age 11):
MODEL RESULTS
                                                    Two-Tailed
                    Estimate       S.E.  Est./S.E.    P-Value

 INT      BY
    ALC11              1.000      0.000    999.000    999.000
    ALC12              1.000      0.000    999.000    999.000
    ALC13              1.000      0.000    999.000    999.000
    ALC14              1.000      0.000    999.000    999.000
    ALC15              1.000      0.000    999.000    999.000

 LINEAR   BY
    ALC11             -2.000      0.000    999.000    999.000
    ALC12             -1.000      0.000    999.000    999.000
    ALC13              0.000      0.000    999.000    999.000
    ALC14              1.000      0.000    999.000    999.000
    ALC15              2.000      0.000    999.000    999.000

 QUAD     BY
    ALC11              4.000      0.000    999.000    999.000
    ALC12              1.000      0.000    999.000    999.000
    ALC13              0.000      0.000    999.000    999.000
    ALC14              1.000      0.000    999.000    999.000
    ALC15              4.000      0.000    999.000    999.000

 LINEAR   WITH
    INT                0.061      0.019      3.229      0.001

 QUAD     WITH
    INT               -0.006      0.011     -0.585      0.559
    LINEAR             0.022      0.011      2.056      0.040

 Means
    INT                0.214      0.027      7.781      0.000
    LINEAR             0.176      0.019      9.381      0.000
    QUAD               0.047      0.010      4.899      0.000

 Intercepts
    ALC11              0.000      0.000    999.000    999.000
    ALC12              0.000      0.000    999.000    999.000
    ALC13              0.000      0.000    999.000    999.000
    ALC14              0.000      0.000    999.000    999.000
    ALC15              0.000      0.000    999.000    999.000

 Variances
    INT                0.156      0.041      3.816      0.000
    LINEAR             0.079      0.022      3.559      0.000
    QUAD               0.012      0.006      1.870      0.062

 Residual Variances
    ALC11              0.000      0.000    999.000    999.000
    ALC12              0.068      0.040      1.708      0.088
    ALC13              0.049      0.038      1.278      0.201
    ALC14              0.311      0.090      3.469      0.001
    ALC15              0.278      0.292      0.953      0.340
The results above correspond to the results given in Table 11.8 and described in the text with time centered at age 13.

Unconditional piecewise linear model
The unconditional piecewise linear model, with one linear factor covering ages 11 to 13, another linear factor covering ages 13 to 15, and time centered at age 13, is specified below. As explained in Chapter 11, the age 11 residual variance is fixed to 0 and the covariance between the two slope factors is also fixed to 0:
MODEL:
  int BY alc11@1 alc12@1 alc13@1 alc14@1 alc15@1;
  line1 BY alc11@-2 alc12@-1 alc13@0 alc14@0 alc15@0;
  line2 BY alc11@0 alc12@0 alc13@0 alc14@1 alc15@2;
  [int* line1* line2*];
  [alc11-alc15@0];
  alc11@0;
  line1 WITH line2@0;
The output follows:
Chi-Square Test of Model Fit
          Value                              5.638*
          Degrees of Freedom                     6
          P-Value                           0.4649
          Scaling Correction Factor         3.0377
            for MLR

RMSEA (Root Mean Square Error Of Approximation)
          Estimate                           0.000
          90 Percent C.I.                    0.000  0.067
          Probability RMSEA <= .05           0.847

CFI/TLI
          CFI                                1.000
          TLI                                1.010

Chi-Square Test of Model Fit for the Baseline Model
          Value                             58.141
          Degrees of Freedom                     8
          P-Value                           0.0000

SRMR (Standardized Root Mean Square Residual)
          Value                              0.083

As reported in Chapter 11, this unconditional piecewise linear model fits the data very well.
The results below correspond to the results in Table 11.9 and described in the text:
MODEL RESULTS

                                                    Two-Tailed
                    Estimate       S.E.  Est./S.E.    P-Value

 INT      BY
    ALC11              1.000      0.000    999.000    999.000
    ALC12              1.000      0.000    999.000    999.000
    ALC13              1.000      0.000    999.000    999.000
    ALC14              1.000      0.000    999.000    999.000
    ALC15              1.000      0.000    999.000    999.000

 LINE1    BY
    ALC11             -2.000      0.000    999.000    999.000
    ALC12             -1.000      0.000    999.000    999.000
    ALC13              0.000      0.000    999.000    999.000
    ALC14              0.000      0.000    999.000    999.000
    ALC15              0.000      0.000    999.000    999.000

 LINE2    BY
    ALC11              0.000      0.000    999.000    999.000
    ALC12              0.000      0.000    999.000    999.000
    ALC13              0.000      0.000    999.000    999.000
    ALC14              1.000      0.000    999.000    999.000
    ALC15              2.000      0.000    999.000    999.000

 LINE1    WITH
    LINE2              0.000      0.000    999.000    999.000
    INT                0.095      0.033      2.859      0.004

 LINE2    WITH
    INT                0.002      0.036      0.051      0.960

 Means
    INT                0.197      0.028      6.952      0.000
    LINE1              0.076      0.016      4.782      0.000
    LINE2              0.278      0.040      6.939      0.000

 Intercepts
    ALC11              0.000      0.000    999.000    999.000
    ALC12              0.000      0.000    999.000    999.000
    ALC13              0.000      0.000    999.000    999.000
    ALC14              0.000      0.000    999.000    999.000
    ALC15              0.000      0.000    999.000    999.000

 Variances
    INT                0.196      0.068      2.875      0.004
    LINE1              0.051      0.017      2.977      0.003
    LINE2              0.195      0.070      2.773      0.006

 Residual Variances
    ALC11              0.000      0.000    999.000    999.000
    ALC12              0.090      0.043      2.106      0.035
    ALC13              0.008      0.055      0.151      0.880
    ALC14              0.310      0.092      3.376      0.001
    ALC15              0.400      0.254      1.571      0.116

Conditional piecewise linear model
The unconditional piecewise model is easily expanded to include the regression of the growth factors on the ‘gender’ and ‘coa’ predictors (remember to include these variables on the ‘USEVARIABLES’ list):
MODEL:
  int BY alc11@1 alc12@1 alc13@1 alc14@1 alc15@1;
  line1 BY alc11@-2 alc12@-1 alc13@0 alc14@0 alc15@0;
  line2 BY alc11@0 alc12@0 alc13@0 alc14@1 alc15@2;
  [int* line1* line2*];
  [alc11-alc15@0];
  alc11@0;
  line1 WITH line2@0;

  int ON gender coa;
  line1 ON gender coa;
  line2 ON gender coa;
Pertinent output follows;
INT      ON
    GENDER            -0.081      0.053     -1.523      0.128
    COA                0.200      0.052      3.875      0.000

 LINE1    ON
    GENDER            -0.052      0.029     -1.802      0.072
    COA                0.120      0.030      4.006      0.000

 LINE2    ON
    GENDER             0.035      0.068      0.517      0.605
    COA                0.307      0.068      4.518      0.000
The results above correspond to the results for the conditional piecewise model reported in Chapter 11.
