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SAS syntax and output for Chapter 4: Interactions in Multiple Regression

Much of the material in this document builds on the SAS syntax and output for Chapters 1 to 3. If necessary, refer back to those documents for reminders.

Begin by importing the drink.txt data (for the heavy alcohol use example) into R:

|  |
| --- |
| **data** ch4data;  infile 'c:\drink.txt' FIRSTOBS=**2** dlm=' ';  input id coa alcuse ext numalc;  drop id;  **run**; |

Preliminary descriptive statistics (Table 4.1).

Use the 'means' procedure to get descriptive statistics and the 'corr' procedure to get the correlation matrix:

|  |
| --- |
| **proc** **means** data=ch4data maxdec=**2** n mean std median min max range skew kurt;  **run**;  **proc** **corr** data=ch4data;  **run**; |

The variable 'coa' is the dichotomous parental alcoholism variable, with 1 = child of alcoholic, 0 = control.  
'alcuse' is the heavy alcohol use variable.  
'ext' is externalizing behaviour.  
'numalc' indicates the number of alcoholic parents (0, 1, or 2) for each case.

Scatterplots of alcohol use by externalizing, separately for COAs and controls:

It is important that the x- and y-axes have the same scale in both plots. Specifically, 'min' and 'max' after 'xaxis' is set so that the plot displays an x-axis with values from 0 to 3:

|  |
| --- |
| **data** controls;  set ch4data;  if coa=**0**;  **run**;  title "Controls";  **proc** **sgplot** data=controls;  scatter x=ext y=alcuse;  xaxis label="Externalizing" min=**0** max=**3**;  yaxis label="Alcohol use" min=**0** max=**5**;  **run**;  1.png |

|  |
| --- |
| **data** coas;  set ch4data;  if coa=**1**;  **run**;  title "COAs";  **proc** **sgplot** data=coas;  scatter x=ext y=alcuse;  xaxis label="Externalizing" min=**0** max=**3**;  yaxis label="Alcohol use" min=**0** max=**5**;  **run**;  2.png |

**Modeling an interaction with a dichotomous moderator**

Specify and estimate regression of alcohol use on externalizing, parental alcoholism, and their interaction.

We first need to create a new variable that equals the product of two variables with the data step before using that variable to represent the interaction in ‘proc reg’:

|  |
| --- |
| **data** ch4data;  set ch4data;  extcoa= ext\*coa;  **run**;  **proc** **reg** data=ch4data plots=none;  model alcuse = ext coa extcoa / clb;  **run**;  **quit**; |

The output above provides values matching those in Table 4.2.

Plot of alcohol use by externalizing showing implied simple regression lines for COAs and controls (Figure 4.2):

The 'glm' procedure can be used to plot model-implied slopes of a focal predictor across the levels of a moderator. A temporary dataset is created to rename the variables:

|  |
| --- |
| **data** temp;  set ch4data;  Parental\_alcoholism=coa;  Externalizing=ext;  Alcohol\_use=alcuse;  **run**;  **proc** **glm** data=temp;  class Parental\_alcoholism;  model Alcohol\_use = Parental\_alcoholism|Externalizing;  **run**;  **quit**;  3.png |

**Probing an interaction with simple-slope analysis**

Recode parental alcoholism for the purpose of simple-slope analysis:

|  |
| --- |
| **data** ch4data;  set ch4data;  ncoa=abs(coa-**1**);  extncoa=ext\*ncoa;  **run**; |

Now, specify and estimate the interaction model using re-coded COA variable. Results should match those in Table 4.3:

|  |
| --- |
| **proc** **reg** data=ch4data plots=none;  model alcuse = ext ncoa extncoa / clb;  **run**;  **quit**; |

Get Bonferroni-corrected simultaneous confidence interval for simple slope of externalizing among COAs. The confidence level is set to (1- α) = .975, as explained in Chapter 4, using the ‘alpha’ option:

|  |
| --- |
| **proc** **reg** data=ch4data plots=none;  model alcuse = ext ncoa extncoa / clb alpha=**.025**;  **run**;  **quit**; |

Get Bonferroni-corrected simultaneous confidence interval for simple slope of externalizing among controls:

|  |
| --- |
| **proc** **reg** data=ch4data plots=none;  model alcuse = ext coa extcoa / clb alpha=**.025**;  **run**;  **quit**; |

**Regression diagnostics for the interaction model**

Histogram of Studentized residuals and scatterplot of Studentized residuals against predicted values (Figure 4.3):

|  |
| --- |
| **proc** **reg** data=ch4data plots=none;  model alcuse = ext coa extcoa / clb;  output out=ch4data r=resid h=hatval rstudent=rstudent cookd=cookd p=predict;  **run**;  **quit**;  **proc** **sgplot** data=ch4data;  histogram rstudent;  **run**; |

**![4.png](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAoAAAAHgCAIAAAC6s0uzAAAACXBIWXMAAA7DAAAOwwHHb6hkAAAeo0lEQVR4nO3df3DU9Z348U9wsxKL4dLaWmsmjuhlDuSHpFAn5uwvuVPwVz2aFihDh2rr2kbkOufUOnhzY616QwfvTFIPZQ5Pj9qzJ732/FV7Q3uWHGJVDInoOMC03nERtdKme8TGkHz/2Ot+90KIJGTzCsnj8ddn39n97Gt3I0/3s7vZktbW1gQAGF2pJElmz54dPQYATCA7d+6cFD0DAExEAgwAAQQYAAIIMAAEEGAACCDAABBAgAEggAADQAABBoAAAgwAAQQYAAKkogdIVq1adc8995x22mn33nvvggULkiRpb2//sz/7s1/84hczZ85sbGysq6sbfA+bvrc5m82OyrAA8O4+9MFTL1t40eDnCQ5wU1PTqaeeevDgwS1btlxzzTV79uxJkmTt2rUNDQ2rVq26/fbbm5qa3jXA2Wz2mpUrRmVeAHh36zfe/67nCT4E/fDDD19xxRWTJk1asGBBrr5JkmzdujWTySRJkslk2traQgcEgKIIDvD27dufeuqpKVOmzJw5c+/evbnFjo6OdDqdJElFRUV+EQDGk+AAd3V17du3L5vNrl+/ftWqVfnF/Bl6enqCRgOAIgp+Dbi0tPQb3/hGkiR1dXVbtmzJLZaVleXPkEr1n/DZHa3PvdA6ahMCQDEEB/jss8/OZrPl5eWFi1VVVZ2dneXl5dlstrKyst9F5s2dM2/unMKVo3mtGwDGlOBD0PX19ffdd1+SJD/5yU+uvPLK3GJdXV1zc3OSJI2NjbW1tYHjAUCRBAf461//+tatW9Pp9Jo1a9atW5dbzGQyGzZsSKVSGzduvOGGG2InBIBiCD4EPXny5Iceeqjf4vz58/MfSeK4UFJSEj3CMPX19UWPAExQ8X8Ji/HhmRf3RY8wZB855/ToEYCJy9+CBoAAAgwAAQQYAAIIMAAEEGAACCDAABBAgAEggAADQAABBoAAAgwAAQQYAAIIMAAEEGAACCDAABBAgAEggAADQAABBoAAAgwAAQQYAAIIMAAEEGAACCDAABBAgAEggAADQAABBoAAAgwAAQQYAAIIMAAEEGAACCDAABBAgAEggAADQAABBoAAAgwAAQQYAAIIMAAEEGAACCDAABBAgAEggAADQAABBoAAAgwAAQQYAAIIMAAEEGAACCDAABBAgAEggAADQAABBoAAAgwAAQQYAAIIMAAEEGAACCDAABBAgAEggAADQAABBoAAwQHu7OwsKZBbbG9vr66uTqfTNTU1LS0tsRMCQDEEB/ipp56qr6/v+73c4tq1axsaGrq7u+vr65uammInBIBiCA5wa2vrnDlz+i1u3bo1k8kkSZLJZNra2iLmAoDiCg7wjh07nnzyyZNOOqmmpmbfvn25xY6OjnQ6nSRJRUXF3r17QwcEgKJIxV59S0vL5s2ba2trd+/efdVVVz3xxBNJknR1deXP0NPT0+8iz+5ofe6F1lGdEgBGWnCAOzo6chtnn332T3/609x2WVlZ/gypVP8J582dM2/u/zlqvX7j/UUcEQCKYAx9DCl32DlJkqqqqs7OziRJstlsZWVl6FAAUBTBAa6urt69e3eSJLt27Vq+fHlusa6urrm5OUmSxsbG2trayPkAoDiCD0H/wz/8w+WXX7579+4//dM/feCBB3KLmUxmyZIlN99887Rp0zZv3hw7IQAUQ3CAa2trd+3a1W9x/vz5e/bsCZkHAEbHGHoNGAAmDgEGgAACDAABBBgAAggwAAQQYAAIIMAAEECAASCAAANAAAEGgAACDAABBBgAAggwAAQQYAAIIMAAEECAASCAAANAAAEGgAACDAABBBgAAggwAAQQYAAIIMAAEECAASCAAANAAAEGgAACDAABBBgAAggwAAQQYAAIIMAAEECAASCAAANAAAEGgAACDAABBBgAAggwAAQQYAAIIMAAEECAASCAAANAAAEGgAACDAABBBgAAggwAAQQYAAIIMAAEECAASCAAANAAAEGgAACDAABBBgAAggwAAQQYAAIIMAAEECAASCAAANAgDER4G3btpWUlORPtre3V1dXp9PpmpqalpaWwMEAoEjGRIDXrFlTeHLt2rUNDQ3d3d319fVNTU1RUwFA8cQHeNu2bb29vYUrW7duzWQySZJkMpm2traguQCgiOIDvGbNmttuu61wpaOjI51OJ0lSUVGxd+/eoLkAoIhSsVefe/pbW1tbuNjV1ZXf7unp6XeRZ3e0PvdC62gMBwBFExzgw5/+JklSVlaW306l+k84b+6ceXPnFK6s33h/kcYDgCIJPgS9ZcuW888/P/cW6Pwboauqqjo7O5MkyWazlZWVkfMBQHEEB7jv93LbucW6urrm5uYkSRobG/sdnQaA8SH+TViHy2QyGzZsSKVSGzduvOGGG6LHAYCRF/wacF7+6W+SJPPnz9+zZ0/gMABQbGPxGTAAjHsCDAABBBgAAggwAAQQYAAIIMAAEECAASCAAANAAAEGgAACDAABBBgAAggwAAQQYAAIIMAAEECAASCAAANAAAEGgAACDAABBBgAAggwAAQQYAAIIMAAEECAASCAAANAAAEGgAACDAABBBgAAggwAAQQYAAIIMAAEECAASCAAANAAAEGgAACDAABBBgAAggwAAQQYAAIMOQAp1KpfivpdHqEhgGAiaJ/TQc7ayqVJMmhQ4f6Nbiurm6EhwKA8W4IAe7p6UmSJJ1Od3d3F20eAJgQhnwIWn0B4NgNOcCPPPJISUlJqoDXgAFgqIYc4Msuu+zHP/5xTwHPiQFgqIYc4KlTp37yk58sxigAMHEMOcC33HLLX//1X3vWCwDHYgjvgs756le/miTJzTffnF+ZNGmSHgPAkAw5wLkPIwEAx8KfogSAAMMJ8NKlS//gD/4g9/ewzjjjjIMHD470VAAwzg05wLNnz25oaHjttddyJ5ubm88888yRngoAxrkhvwbc1tZW+MefL7300l/96lcjOhIAjH9DfgY8d+7cN954o7e3N0mS3t7e/fv3z5gxowiDAcB4NuQAP//886tXry4vL0+SpLy8/Lrrrtu5c2cRBgOA8WzIh6CTJNm0adOIzwEAE4qPIQFAgCEHeNeuXaeddlr+5Pvf//5XXnllREcCgPFvyAE+//zzN2/enD/5wx/+sPBN0QDA0RhygLPZbG1tbf5kbW3tgQMHhn31O3funDdvXjqdPu+88/LPpNvb26urq9PpdE1NTUtLy7B3DgBj1pADfN55523fvj3/MaQXXnhh9uzZw776ZcuW3XTTTd3d3V/+8peXLVuWW1y7dm1DQ0N3d3d9fX1TU9Owdw4AY9aQ3wXd0tLymc985pFHHunu7p48efIVV1zx/PPPD/vq29vbcxuf//znv/jFL+a2t27deu+99yZJkslkLrjggmHvHADGrOF8DOmhhx4a2SF6e3tvv/32RYsW5U52dHSk0+kkSSoqKvbu3Tuy1wUAY8GQA/ze9773F7/4Re4PcYyInp6eU045JZvN/vM//3Nupaurq/Cn/c7/7I7W515oHalrB4AQQw7wHXfc8cwzz3z84x/PfRvSCEyQSv36179+4oknVq5c+alPfSpJkrKyssKf9jv/vLlz5s2dU7iyfuP9IzIJAIyaIUf0y1/+cr+VSZMmdXd3H+McF198cf5LHaqqqjo7O8vLy7PZbGVl5THuGQDGoCG/C7rnMMdS3+rq6tyfkm5pacm/36qurq65uTlJksbGxsKPPAHAuDEyh5GH7YEHHli2bNkrr7xSW1v73e9+N7eYyWSWLFly8803T5s2rfCPfgDAuDGcAC9duvTxxx/PZrM9PT1nnHHGSy+9dNJJJw3v6s8777z8J5Hy5s+fv2fPnuHtEACOC0M+BD179uyGhobXXnstd7K5ufnMM88c6akAYJwb8jPgtra2wj/+fOmll+bfPAUAHKUhPwOeO3fuG2+8kf9TlPv3758xY0YRBgOA8WzIAX7++edXr16d+0Mc5eXl1113Xe5tzADA0RvOm7A2bdo04nMAwIQy5GfAAMCxG0KAP/axj6XT6cmTJ3/6058u3kAAMBEcbYDnzZv3rW99q7u7O5vNLl++fOnSpUUdCwDGt6MNcHt7+4c//OEkSVKp1KWXXvroo48WcyoAGOeONsA9PT2TJv3vmVOp1MGDB4s2EgCMf96EBQABBBgAAgzhc8CpVGrAkyPyfcAAMKEcbYB7enqKOgcATCgOQQNAAAEGgAACDAABBBgAAggwAAQQYAAIIMAAEECAASCAAANAAAEGgAACDAABBBgAAggwAAQQYAAIIMAAEECAASCAAANAAAEGgAACDAABBBgAAggwAAQQYAAIIMAAEECAASCAAANAAAEGgAACDAABBBgAAggwAAQQYAAIIMAAEECAASCAAANAAAEGgAACDAABBBgAAggwAAQQYAAIIMAAEECAASCAAANAAAEGgAACDAABggPc0tJy7rnnptPpmpqaXbt25Rbb29urq6tziy0tLbETAkAxBAd45cqVjY2N3d3dV1999YoVK3KLa9eubWho6O7urq+vb2pqip0QAIohOMCvvPLKBRdckCRJJpPZuXNnbnHr1q2ZTCa32NbWFjkfABTHWHkNOJvNzpgxI7fd0dGRTqeTJKmoqNi7d2/oXABQFKnoAf7X3Xfffcstt+S2u7q68us9PT39zvnsjtbnXmgdvckAoAjGRIB379594MCByy+/PHeyrKws/6NUqv+E8+bOmTd3TuHK+o33F3tCABhZ8Yeg9+/fv27dultvvTW/UlVV1dnZmSRJNputrKyMGw0AiiU4wD/72c++8pWvrFu3rvCZbl1dXXNzc5IkjY2NtbW1cdMBQLEEH4Jevnz5q6+++vDDD+dO9vX1JUmSyWSWLFly8803T5s2bfPmzaEDBigpKYkeAYCiCw7wL3/5y8MX58+fv2fPntEfZux45sV90SMMzUfOOT16BIDjTPxrwAAwAQkwAAQQYAAIIMAAEECAASCAAANAAAEGgAACDAABBBgAAggwAAQQYAAIIMAAEECAASCAAANAAAEGgAACDAABBBgAAggwAAQQYAAIIMAAEECAASCAAANAAAEGgAACDAABBBgAAggwAAQQYAAIIMAAEECAASCAAANAAAEGgAACDAABBBgAAggwAAQQYAAIIMAAEECAASCAAANAAAEGgAACDAABBBgAAggwAAQQYAAIIMAAEECAASCAAANAAAEGgAACDAABBBgAAggwAAQQYAAIkIoeACKVlJREjzAcfX190SMAx0qAmdCeeXFf9AhD9pFzTo8eARgBDkEDQAABBoAAAgwAAQQYAALEB7izs/Oss84qXGlvb6+urk6n0zU1NS0tLVGDAUDxBAd4//79Cxcu3Lt3b+Hi2rVrGxoauru76+vrm5qaomYDgOIJDvC8efO+8IUv9FvcunVrJpNJkiSTybS1tUXMBQDFFRzgZ5555qqrruq32NHRkU6nkySpqKjo9+QYAMaH4D/Ecdpppx2+2NXVld/u6enp99Nnd7Q+90JrcccCgCIbi38Jq6ysLL+dSvWfcN7cOfPmzilcWb/x/tEYCwBGTvy7oA9XVVXV2dmZJEk2m62srIweBwBG3lgMcF1dXXNzc5IkjY2NtbW10eMAwMgbiwHOZDIbNmxIpVIbN2684YYboscBgJE3Jl4D7vfdavPnz9+zZ0/UMAAwCsbiM2AAGPcEGAACCDAABBBgAAggwAAQQIABIIAAA0AAAQaAAAIMAAEEGAACCDAABBBgAAggwAAQQIABIIAAA0AAAQaAAAIMAAEEGAACCDAABBBgAAggwAAQQIABIIAAA0AAAQaAAAIMAAEEGAACCDAABBBgAAggwAAQQIABIIAAA0AAAQaAAAIMAAEEGAACCDAABBBgAAggwAAQIBU9ADBkJSUl0SMMR19fX/QIMIYIMBx/nnlxX/QIQ/aRc06PHgHGFoegASCAAANAAAEGgAACDAABBBgAAggwAAQYzx9DOk4/KwnARDCeA5z4uCQAY5VD0AAQQIABIMA4PwQNjB3H6dsy/AlrikSAgVHiPRlQyCFoAAggwAAQwCFogMEcjy9de936uCDAAIM57l669rr18cIhaAAIIMAAEGAsBri9vb26ujqdTtfU1LS0tESPA0DRlRy3hn2Tx+JrwGvXrm1oaFi1atXtt9/e1NRUV1cXPREARXfcvdyeHNsr7mPxGfDWrVszmUySJJlMpq2tLXocABh5YzHAHR0d6XQ6SZKKioq9e/dGjwMAI6+ktbV19uzZ0WP8HyUlJfkPsaXT6e7u7sKfPruj9bkXWgtXUiec0HPo0OjNBwCDOvnk9yz79OJBzrBz586x+BpwWVlZfjuV6j/hvLlz5s2dM7oT9bd+4/3XrFwRO8PE4d4eNe7q0eTeHk1j894ei4egq6qqOjs7kyTJZrOVlZXR4wDAyBuLAa6rq2tubk6SpLGxsba2NnocABh5YzHAmUxmw4YNqVRq48aNN9xwQ/Q4ADDyxuJrwPPnz9+zZ0/0FABQRGPxGfDYF/4usAnFvT1q3NWjyb09msbmvT0WP4YEAOPbzp07PQMGgAACDAABBBgAAggwAAQQYAAIIMDD0dLScu6556bT6Zqaml27dkWPMz61t7dXV1fn7uSWlpboccY5v9Kjb9u2bcfyXe4cpVWrVk2ePPnMM8/8t3/7t+hZ+hPg4Vi5cmVjY2N3d/fVV1+9YsWY+wPf48PatWsbGhq6u7vr6+ubmpqixxnn/EqPvjVr1kSPMP41NTWdeuqpBw8evPfee6+55procfrzOeBj0tvbO3ny5H5fmMiIOOuss1566aV0On3gwIELLrigvb09eqIJwa/06Ni2bdtNN93005/+NP/VqxTDJz7xicbGxpkzZ0YPMgCfAz5W2Wx2xowZ0VOMTx0dHel0OkmSioqKvXv3Ro8zUfiVHh1r1qy57bbboqcY/7Zv3/7UU09NmTJl5syZY/CfEQE+Jnffffctt9wSPcX41NXVld/u6ekJnGRC8Ss9CrZt29bb2+ur3kZBV1fXvn37stns+vXrV61aFT1Of2PxyxjGoPx7JQqPF+3evfvAgQOXX3550FDjXFlZWX47lfKLOhr8So8OT39HTWlp6Te+8Y0kSerq6rZs2RI9Tn/+XTsqh79Os3///nXr1t11110h80wEVVVVnZ2d5eXl2Wy2srIyepzxz6/0qNmyZcv555+f2y4pKfEycPGcffbZ2Wy2vLw8epCBOQQ9HD/72c++8pWvrFu3zjOz4qmrq2tubk6SpLGx0cG6YvMrPZr6fi8Z6H/uGUH19fX33XdfkiQ/+clPrrzyyuhx+vMu6OE444wzXn311fxJ/wkVw89//vMlS5b88pe/nDZt2ubNm8fm+xjHDb/SITz9Lba33357xYoV//Iv/zJ//vzNmzefeuqp0RP9fzt37hRgABhtPoYEADEEGAACCDAABBBgAAggwAAQQIABIIAAA0AAAQaAAAIMAAEEGAACCDAABBBgjgPZbHb16tXvf//70+n0WWedlfuCz5xf/epXR7+f/Pc6H73C/Q/j4u967SUFTjrppEWLFu3fv3+k9jwi+zma84/gvTTIA/rKK69cfPHFkydPPv3000fhaxMHmWTfvn2f+cxnTjrppClTpnzuc58rfMiO8eYzoQgwx4FrrrlmxowZHR0d3d3dL7300v/8z//ceOONuR/NmDGjqFdduP8ifXFN/svpstnsxz72sa9+9avD2EMxBjv66x3BR+FIu+ro6Fi4cOFVV1118ODBp59++sEHH/z2t789Ulc6pEkOHDjwl3/5l7feeuvBgwd//etff/7zn7/xxhsPHDhQ1GEYl3wbEseBdDrd3d2dP5nNZquqqt56661kiF/oNoxvfxvBL4wbcFf9Fnt7e6dMmXLw4MEiXd2IX+TwCx7jPXaki69evbqysvIv/uIvcifb29uXL1/+wgsvDPuKhj3JjTfeeMkll1xwwQWFi7fffvvXv/71QS4F/fg2JI4PZ5999je/+c38ySlTpuTrmxQc9Cs8+pfffuONNy688MIpU6Zs2rQp/9MDBw4sWrQonU5ffPHF+ecuJSUl99xzz5lnnplOp5944olB9l943Dj/PGnAfQ547YObNGnSIDt87LHH0ul0KpWaPXv2v//7vx/NjR3wbtm+fXtNTU06nT711FMfeOCBIw3zR3/0Rx0dHUmSvPzyyyUlJdu3b0+SZN++fdXV1f3un8Jr+d73vvfe9743fzfmBvuTP/mTdDp94YUX5g/tHj7Y4bvKe+yxx+rr6/MnZ86cma/vgDewpKTk29/+9llnndVve3gPfaFHHnmktra23+LDDz+c3969e/e555574YUXvvHGG/nhD3/UIGltbe2Dse3ZZ5+dNm1aZWXl9ddf/4Mf/OCZZ57J/ygpOIQ74Pa111575513Hjp06Prrry9c/K//+q++vr7vfOc7119/ff4iX/va1w4dOvT444+XlpYOvv+cxYsXP/roo4Psc8BrL1S4+Nvf/vaOO+5YsWLFIDssLS29//77+/r6fvSjH02bNu1obuyAN2H69Olbtmzp6+t7+OGHp06deqQbeN111/3jP/5jX19fY2Pjhz70oTvuuKOvr2/Dhg3XXXdd4fn7XcXhd+OXvvSl++67r6+v79FHH7366qsHGWzAeyl3wwdcH2Q/3/3ud7u6uvptD++hf9dJysrK8pe69tprDx069B//8R9f+tKX8hc5/FFjgmttbRVgjhtPP/30nXfeedlll5WWluaq0HcUAf7ABz7w29/+tq+v7ze/+U1+8ZRTTsltdHV1ffCDH8xf5J133ul38UEC/J3vfGfZsmX5kwPuc8BrL1T4f8OlpaXLly9/6623BtnhJZdcsmzZsh/96Ef5Ud/1xg7+/xBHurE53//+95csWdLX13fllVfedNNNF110UV9f3+LFi//1X/91kHvp8LuxoqLi0KFDfX19hw4dGrD3xQhw7hr7bQ/voX/XSU488cT8pd58883cdkVFRW5jwEeNCU6AOS61tbVVVlbmtt81wIX/XBb+25p3wgknDHLxI+3/9ddfnz59ev6f2iPtc8BrL5RffPTRR2fNmpXL5yA7fPPNNxcsWFBaWnryySfv2LHjKG/s4YtvvvnmrbfeumTJkunTpw+SnHfeeecDH/jAoUOHTj755HfeeaesrOydd96ZOnVqLiTvei8NeIbBjy4cKXuzZs3as2dP/uShQ4e+//3vH+V++m0P46EvNH369H4d/d3vfjdr1qxBbumAjxoTXGtrq9eAOQ6Ul5f39vbmT86cOXPwN50WvmPrfe97X+7M2Ww2v5h/EtbX19fT0zOMka699trbbrvtfe973+D7HPDaB7Ro0aI///M//+IXv/iuO/zxj3/89ttv/+3f/u0ll1zSbyeDX13h3bJo0aKenp6lS5c+/vjjg0yVe9nyrrvu+uhHP5pKpT760Y9+85vf/OM//uNUKjX4zeln6tSpuZvQ29s7efLkQQY7kgULFmzevDl/8sknn7z11luHsZ9jf+jr6+tzr4Xn/fznP7/iiivyJ3Pvoevt7Z06dWpuZfBHjQlLgDkOLF269G/+5m/+8z//M0mSt99++6677vrCF76Q+1FpaWk+NqWlpU888URvb2/+Q0pJknz2s5/9u7/7uyRJbrnllvzismXLcnv7p3/6p8PfUFOocP95Dz74YGVl5ac+9anCxQH3OeC1H8nKlSvffPPNH/7wh4PscMaMGY899tikSZNOO+20/Ht8Br+xA94tbW1tS5cuvfjii++8887Bp7rooosaGxs//vGPJ0nyiU984p577lmwYEG/8wx4LxVavHjxgw8+mCTJk08++dnPfnaQwY60q+uvv/7OO+985JFHkiRpb2+/9tprb7rppkH2cyTH+NAnSbJ69eq///u/f/nll3MnX3755U2bNq1evTp/hr/6q79KkqSlpeVzn/tcbmXwR42JyyFoxr7XX3/9kksuec973nPCCSeccsopX/va1373u9/lfrR48eL8y2+5d9CcfPLJGzZsSH5/JPCtt95auHBhVVXVQw89lBQcgL3oootKS0tnzZr10ksv5RaTgY5DFu4/v/iHf/iHhf8RDbLPAa+9UL/FV199ddasWblbN+AOn3766XPOOeeEE04oLS3Nv/9r8Bs74N3ygx/8YPr06VOnTm1sbEwGPei6Y8eOJEmeffbZ3LUnSfLiiy8ezb1UuP36669/8pOfLC0tXbBgQf64/YCDFe6qn6effvrDH/5waWlpZWXl3XffnV8fcD8DjnGke/VdH/p+XnvttWXLlp144oknnnjiihUr/vu//7vw4o8//nhlZeXChQt/85vf5Cc//FFjgmttbfU5YAAYbT4HDAAxBBgAAggwAAQQYAAIIMAAEECAASCAAANAAAEGgAACDAABBBgAAggwAAQQYAAIIMAAEECAASBAKkmSnTt3Ro8BABPL/wMOExVgAKm7cwAAAABJRU5ErkJggg==)**

|  |
| --- |
| **proc** **sgplot** data=ch4data;  scatter x=predict y=rstudent;  loess x=predict y=rstudent / lineattrs=(color=blue) smooth=**0.9** nomarkers Name="Lowess" CLM;  **run**;  5.png |

**Modeling an interaction with a three-category moderator**

Create dummy variables for number of alcoholic parents:

|  |
| --- |
| **data** ch4data;  set ch4data;  d1 = **0**;  d2 = **0**;  if numalc = **1** then d1 = **1**;  if numalc = **2** then d2 = **1**;  **run**; |

To follow the hierarchical regression strategy in Chapter 4, first specify the model without interactions (‘mod1’), then specify and estimate the model including interactions with dummy variables (‘mod2’) and test whether the interaction terms significantly increase R2:

|  |
| --- |
| **data** ch4data;  set ch4data;  extd1 = ext\*d1;  extd2 = ext\*d2;  **run**;  **proc** **reg** data=ch4data plots=none;  mod1: model alcuse = ext d1 d2 / clb;  mod2: model alcuse = ext d1 d2 extd1 extd2 / clb;  R2deltaTest: test extd1=**0**, extd2=**0**;  **run**;  **quit**; |

Results above for R2 and significance test for R2 change match those in Chapter 4. Results for 'mod2' match values in Table 4.5.

**Simple-slope analysis with three-category moderator**

Create new dummy variables from 'numalc' so that reference category is 1-alcoholic parent:

|  |
| --- |
| **data** ch4data;  set ch4data;  d12 = **0**;  d22 = **0**;  if numalc = **0** then d12 = **1**;  if numalc = **2** then d22 = **1**;  **run**; |

Specify and estimate the interaction model with new dummy variables.  
Results should match Table 4.6:

|  |
| --- |
| **data** ch4data;  set ch4data;  extd12 = ext\*d12;  extd22 = ext\*d22;  **run**;  **proc** **reg** data=ch4data plots=none;  model alcuse = ext d12 d22 extd12 extd22 / clb;  **run**;  **quit**; |

Create new dummy variables from 'numalc' so that reference category is 2-alcoholic parents:

|  |
| --- |
| **data** ch4data;  set ch4data;  d13 = **0**;  d23 = **0**;  if numalc = **0** then d13 = **1**;  if numalc = **1** then d23 = **1**;  **run**; |

Specify and estimate the interaction model with new dummy variables.  
Results should match Table 4.7:

|  |
| --- |
| **data** ch4data;  set ch4data;  extd13 = ext\*d13;  extd23 = ext\*d23;  **run**;  **proc** **reg** data=ch4data plots=none;  model alcuse = ext d13 d23 extd13 extd23 / clb;  **run**;  **quit**; |

**Modeling an interaction with a continuous moderator**

Import the hasslesNA.txt data (for the psychological symptoms and daily hassles example) into R:

|  |
| --- |
| **data** ch4data2;  infile 'c:\HasslesNA.txt' FIRSTOBS=**2** dlm='09'x;  input hassles support symptoms;  **run**; |

Descriptive stats for hassles example:

|  |
| --- |
| **proc** **corr** data=ch4data2;  **run**; |

|  |
| --- |
| **proc** **means** data=ch4data2 maxdec=**2** n mean std median min max range skew kurt;  **run**; |

The scatterplot matrix in Figure 4.4 can be created using the 'sgscatter' procedure. Most of its options are the same as those in the 'sgplot' procedure. The 'diagonal' option is used to indicate the type of univariate plot for the diagonal:

|  |
| --- |
| **proc** **sgscatter** data=ch4data2;  matrix hassles support symptoms / diagonal=(histogram);  **run**;  **6.png** |

Specify and estimate the interaction model:

|  |
| --- |
| **data** ch4data2;  set ch4data2;  hasslesSupport = hassles\*support;  **run**;  **proc** **reg** data=ch4data2 plots=none;  model symptoms = hassles support hasslesSupport / clb;  **run**;  **quit**; |

Results above match values in Table 4.9.

**Probe the interaction with a continuous moderator**

First, center 'support' at a low value (e.g., 25th percentile = 25 for 'support'):

|  |
| --- |
| **data** ch4data2;  set ch4data2;  suppL=support-**25**;  **run**; |

Then estimate the regression model again:

|  |
| --- |
| **data** ch4data2;  set ch4data2;  hasslesSuppL = hassles\*suppL;  **run**;  **proc** **reg** data=ch4data2 plots=none;  model symptoms = hassles suppL hasslesSuppL / clb;  **run**;  **quit**; |

Results above should match values in Table 4.10.

Next, center 'support' at a medium value (e.g., 50th percentile = 31 for 'support'):

|  |
| --- |
| **data** ch4data2;  set ch4data2;  suppM=support-**31**;  **run**; |

Then estimate the regression model again:

|  |
| --- |
| **data** ch4data2;  set ch4data2;  hasslesSuppM = hassles\*suppM;  **run**;  **proc** **reg** data=ch4data2 plots=none;  model symptoms = hassles suppM hasslesSuppM / clb;  **run**;  **quit**; |

Results above should match values in Table 4.11.

Finally, center 'support' at a high value (e.g., 75th percentile = 34 for 'support'):

|  |
| --- |
| **data** ch4data2;  set ch4data2;  suppH=support-**34**;  **run**; |

Then estimate the regression model again:

|  |
| --- |
| **data** ch4data2;  set ch4data2;  hasslesSuppH = hassles\*suppH;  **run**;  **proc** **reg** data=ch4data2 plots=none;  model symptoms = hassles suppH hasslesSuppH / clb;  **run**;  **quit**; |

Results above should match values in Table 4.12.

But, as reported in Chapter 4, there is a case with a large value for Cook's distance:

|  |
| --- |
| **proc** **reg** data=ch4data2 plots=none;  model symptoms = hassles support hasslesSupport / clb;  output out=ch4data2 r=resid h=hatval rstudent=rstudent cookd=cookd p=predict;  **run**;  **quit**;  **data** ch4data2;  set ch4data2;  id=\_n\_;  **run**;  **proc** **sgplot** data=ch4data2;  scatter x=id y=cookd;  **run**;  7.png |

So we need to figure out which case that is. Here is one approach:

Sort the data by Cook's distance in descending order:

|  |
| --- |
| **proc** **sort** data=ch4data2;  by descending cookd;  **run**; |

The next command prints the first 5 observations in the data set:

|  |
| --- |
| **proc** **print** data=ch4data2(obs=**5**);  **run**; |

In the output above, we can see that the first case is the one with Cook's distance = 1.05. This case has an extremely high value for the 'symptoms' outcome.

The syntax below creates a new data set from which the outlying case has been removed (i.e., only cases with a value of 'symptoms' less than 177 are retained):

|  |
| --- |
| **data** ch4data2;  set ch4data2;  if symptoms < **177** then output;  **run**; |

Now re-estimate the model using this new data set:

|  |
| --- |
| **proc** **reg** data=ch4data2 plots=none;  model symptoms = hassles support hasslesSupport / clb;  **run**;  **quit**; |

In the output above, the interaction is no longer significant, consistent with the results presented in Chapter 4 for the model with the influential case removed.