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[bookmark: _GoBack]SPSS syntax and output for Chapter 5: Using Regression to Model Mediation
Much of the material in this document builds on the SPSS syntax and output from earlier chapters. If necessary, refer back to those documents for reminders.

Begin by importing the space-delimited ‘DunnBiesanz.dat’ file (for the self-presentation example) into SPSS:
GET DATA  /TYPE=TXT
  /FILE=" DunnBiesanz.dat"
  /DELIMITERS=" "
  /ARRANGEMENT=DELIMITED
  /FIRSTCASE=2
  /VARIABLES=
  ID AUTO
  Cond AUTO
  SP AUTO
  Affect AUTO
  /MAP.

Histograms of self-presentation (variable name 'SP') and positive affect (variable name 'Affect'). These histograms form Figure 5.2. 
GRAPH
/HISTOGRAM = SP.
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GRAPH
/HISTOGRAM = Affect.
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Side-by-side boxplot of self-presentation by manipulation (variable name 'Cond') and scatterplot of positive affect by self-presentation. These plots form Figure 5.3:
EXAMINE VARIABLES=SP BY Cond
  /PLOT=BOXPLOT
  /STATISTICS=NONE.
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GRAPH
  /SCATTERPLOT=SP with Affect.
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Regression models for simple-indirect effect model
First, regress the mediator ('SP') on the main predictor ('Cond'):
REGRESSION
  /STATISTICS R COEFF CI
  /DEPENDENT SP
  /METHOD=ENTER Cond.

	Model Summary

	Model
	R
	R Square
	Adjusted R Square
	Std. Error of the Estimate

	1
	.457a
	.209
	.188
	1.1270

	a. Predictors: (Constant), Cond



	Coefficientsa

	Model
	Unstandardized Coefficients
	Standardized Coefficients
	t
	Sig.
	95.0% Confidence Interval for B

	
	B
	Std. Error
	Beta
	
	
	Lower Bound
	Upper Bound

	1
	(Constant)
	3.727
	.240
	
	15.512
	.000
	3.241
	4.214

	
	Cond
	1.134
	.358
	.457
	3.165
	.003
	.409
	1.859

	a. Dependent Variable: SP



In the output above, the unstandardized coefficient for the 'Cond' predictor corresponds to the alpha-hat estimate; results match those for self-presentation outcome in Table 5.1.
Next, regress the main dependent variable ('Affect') on the mediator ('SP') and main predictor ('Cond'):
REGRESSION
  /STATISTICS R COEFF CI
  /DEPENDENT Affect
  /METHOD=ENTER SP Cond.

	Model Summary

	Model
	R
	R Square
	Adjusted R Square
	Std. Error of the Estimate

	1
	.497a
	.247
	.206
	.62809

	a. Predictors: (Constant), Cond, SP



	Coefficientsa

	Model
	Unstandardized Coefficients
	Standardized Coefficients
	t
	Sig.
	95.0% Confidence Interval for B

	
	B
	Std. Error
	Beta
	
	
	Lower Bound
	Upper Bound

	1
	(Constant)
	4.653
	.363
	
	12.833
	.000
	3.918
	5.388

	
	SP
	.195
	.090
	.345
	2.153
	.038
	.011
	.378

	
	Cond
	.326
	.224
	.233
	1.451
	.155
	-.129
	.780

	a. Dependent Variable: Affect


In the output above, the unstandardized coefficient for the 'SP' predictor corresponds to the beta-hat estimate; results match values for positive affect outcome in Table 5.1.

Percentile bootstrap confidence interval for the indirect effect
The 'process' macro from http://www.processmacro.org contains functions for mediation/indirect effect analyses. It is necessary to first run the full macro syntax file in SPSS before using the ‘process’ macro.
The first argument of the 'process' macro command is the name of the dataset. 
The second argument is the name of variables in the model, followed by the variables’ specific role in the mediation model.
‘total = 1’ shows the output for the total effect while ‘normal=1’ produces output for the statistical test for indirect effect.
The 'boot' option is used to indicate the number of bootstrap samples. ‘model=4’ specifies a simple mediation model:
PROCESS vars=SP Cond Affect
  /y=Affect
  /x=Cond
  /m=SP
  /total=1
  /normal=1
  /boot=10000
  /model=4.
The first sections of the process output are redundant with the regression models presented earlier; skip ahead to the “TOTAL, DIRECT AND INDIRECT EFFECTS” output:
***************** TOTAL, DIRECT, AND INDIRECT EFFECTS ********************

Total effect of X on Y
     Effect         SE          t          p       LLCI       ULCI
      .5464      .2089     2.6148      .0127      .1234      .9694

Direct effect of X on Y
     Effect         SE          t          p       LLCI       ULCI
      .3257      .2244     1.4513      .1551     -.1290      .7804

Indirect effect of X on Y
       Effect    Boot SE   BootLLCI   BootULCI
SP      .2207      .1127      .0493      .4959

  
The 'Indirect effect of X on Y' estimate should correspond to the product-of-coefficients indirect effect estimate given in Chapter 5.

The corresponding 'BootLLCI' and 'BootULCI' values indicate the limits of the 95% percentile bootstrap confidence interval for the indirect effect; these values don’t exactly match the bootstrap confidence interval reported in Chapter 5 because bootstrapping inherently involves a degree of sampling error.

Moving on to the research example for modeling a non-experimental indirect effect (heavy alcohol use example):
Import the ‘drink.txt’ data into SPSS:
GET DATA  /TYPE=TXT
  /FILE="drink.txt"
  /DELIMITERS=" "
  /FIRSTCASE=2
  /VARIABLES=
  ID AUTO
  coa AUTO
  alcuse AUTO
  ext AUTO
  numalc AUTO
  /MAP.
Note that this is the same dataset used in Chapter 4.
Plots of bivariate associations between externalizing and parental alcoholism and between alcohol use and externalizing; these plots form Figure 5.5:
EXAMINE VARIABLES=ext BY coa
  /PLOT=BOXPLOT
  /STATISTICS=NONE.
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GRAPH
  /SCATTERPLOT=ext with alcuse.
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Regression models for simple-indirect effect model.
First, regress the mediator ('ext') on the main predictor ('coa'):
REGRESSION
  /STATISTICS R COEFF CI
  /DEPENDENT ext
  /METHOD=ENTER coa.

	Model Summary

	Model
	R
	R Square
	Adjusted R Square
	Std. Error of the Estimate

	1
	.210a
	.044
	.038
	.4351240600000

	a. Predictors: (Constant), coa



	Coefficientsa

	Model
	Unstandardized Coefficients
	Standardized Coefficients
	t
	Sig.
	95.0% Confidence Interval for B

	
	B
	Std. Error
	Beta
	
	
	Lower Bound
	Upper Bound

	1
	(Constant)
	.462
	.050
	
	9.196
	.000
	.363
	.561

	
	coa
	.186
	.068
	.210
	2.740
	.007
	.052
	.321

	a. Dependent Variable: ext



In the output above, the unstandardized coefficient for the 'coa' predictor corresponds to the alpha-hat estimate; results match those for Externalizing outcome in Table 5.2.
Next, regress the main dependent variable ('alcuse') on the mediator ('ext') and main predictor ('coa'):
REGRESSION
  /STATISTICS R COEFF CI
  /DEPENDENT alcuse
  /METHOD=ENTER ext coa.

	Model Summary

	Model
	R
	R Square
	Adjusted R Square
	Std. Error of the Estimate

	1
	.403a
	.162
	.152
	.62146120

	a. Predictors: (Constant), coa, ext



	Coefficientsa

	Model
	Unstandardized Coefficients
	Standardized Coefficients
	t
	Sig.
	95.0% Confidence Interval for B

	
	B
	Std. Error
	Beta
	
	
	Lower Bound
	Upper Bound

	1
	(Constant)
	-.052
	.088
	
	-.583
	.561
	-.226
	.123

	
	ext
	.439
	.112
	.289
	3.924
	.000
	.218
	.660

	
	coa
	.307
	.099
	.227
	3.084
	.002
	.110
	.503

	a. Dependent Variable: alcuse



In the output above, the unstandardized coefficient for the 'ext' predictor corresponds to the beta-hat estimate; results match values for Heavy alcohol use outcome in Table 5.2.
Next, use the 'process' macro command to get a bootstrap CI for indirect effect:
PROCESS vars=alcuse ext coa
  /y=alcuse
  /x=coa
  /m=ext
  /total=1
  /normal=1
  /boot=10000
  /model=4.

***************** TOTAL, DIRECT, AND INDIRECT EFFECTS ********************

Total effect of X on Y
     Effect         SE          t          p       LLCI       ULCI
      .3883      .1014     3.8311      .0002      .1882      .5885

Direct effect of X on Y
     Effect         SE          t          p       LLCI       ULCI
      .3065      .0994     3.0844      .0024      .1103      .5028

Indirect effect of X on Y
        Effect    Boot SE   BootLLCI   BootULCI
ext      .0818      .0466      .0177      .2057
  

Again, the 'Indirect effect of X on Y' estimate corresponds to the product-of-coefficients indirect effect estimate given in Chapter 5.
The corresponding 95% bootstrap CI should be approximately (0.02, 0.20), but may differ slightly because of the random sampling error inherent to the bootstrapping procedure.

Moderated indirect effect
The regression of the main outcome variable on the mediator ('ext'), main predictor ('coa'), and their product is identical to the dichotomous by continuous interaction example from Chapter 4. Thus, we can skip ahead to use of the PROCESS macro command to obtain separate indirect effect estimates for the control and COA groups.
The only change to the PROCESS command is that the model is changed to , which causes the model to include an interaction between the main predictor and the mediator automatically:
PROCESS vars=alcuse ext coa
  /y=alcuse
  /x=coa
  /m=ext
  /total=1
  /normal=1
  /boot=10000
  /model=74.
Notice that in the second part of the output below, the regression model for the ‘alcuse’ outcome matches the interaction model estimated earlier in Chapter 4:
Model = 74
    Y = alcuse
    X = coa
    M = ext

Sample size
        165

**************************************************************************
Outcome: ext

Model Summary
          R       R-sq        MSE          F        df1        df2          p
      .2098      .0440      .1893     7.5058     1.0000   163.0000      .0068

Model
              coeff         se          t          p       LLCI       ULCI
constant      .4620      .0502     9.1956      .0000      .3628      .5612
coa           .1864      .0680     2.7397      .0068      .0520      .3207

**************************************************************************
Outcome: alcuse

Model Summary
          R       R-sq        MSE          F        df1        df2          p
      .4408      .1943      .3738    12.9389     3.0000   161.0000      .0000

Model
              coeff         se          t          p       LLCI       ULCI
constant      .1043      .1066      .9781      .3295     -.1062      .3148
ext           .1017      .1729      .5883      .5571     -.2397      .4431
coa           .0017      .1552      .0108      .9914     -.3047      .3081
int_1         .5671      .2242     2.5298      .0124      .1244     1.0098

Product terms key:

 int_1    ext         X     coa

******************** DIRECT AND INDIRECT EFFECTS *************************

Indirect effect(s) of X on Y:

Mediator
        Effect    Boot SE   BootLLCI   BootULCI
ext      .0190      .0268     -.0085      .1039
  
In the output above, because of the interaction, the indirect effect estimate of 0.02, along with the associated 95% percentile bootstrap CI, pertains only to control participants (extending the idea of the simple slope analysis from Chapter 4 to the current moderated mediation context).
To obtain the indirect effect for the COA group, we first need to re-code the ‘coa’ variable, as was done in Chapter 4 to probe the externalizing by COA interaction:
RECODE coa (1=0) (0=1) INTO ncoa.
COMPUTE extncoa = ext*ncoa.
EXECUTE.
Then we can re-run the PROCESS command using this re-coded variable:
PROCESS vars=alcuse ext ncoa
  /y=alcuse
  /x=ncoa
  /m=ext
  /total=1
  /normal=1
  /boot=10000
  /model=74.
Now we obtain the separate indirect effect estimate for COA participants, along with the bootstrap confidence interval:
******************** DIRECT AND INDIRECT EFFECTS *************************

Indirect effect(s) of X on Y:

Mediator
        Effect    Boot SE   BootLLCI   BootULCI
ext     -.1246      .0623     -.2876     -.0328
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