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[bookmark: _GoBack]SPSS syntax and output for Chapter 6: Introduction to Multilevel Modeling
Much of the material in this document builds on the SPSS syntax and output from earlier chapters. If necessary, refer back to those documents for reminders.

Begin by importing the 'beaut.dat' file (for the course-evaluation example) into SPSS:
GET DATA  /TYPE=TXT
  /FILE="beaut.dat"
  /DELIMITERS=" "
  /ARRANGEMENT=DELIMITED
  /FIRSTCASE=2
  /VARIABLES=
  ID AUTO
  profnumber AUTO
  eval AUTO
  beauty AUTO
  female AUTO
  age AUTO
  minority AUTO
  tenured AUTO
  gpa AUTO
  /MAP.

Descriptive statistics for the course evaluation outcome variable (‘eval’) and student GPA (‘gpa’), for now ignoring clustering within instructors:
EXAMINE VARIABLES=eval gpa 
  /STATISTICS=DESCRIPTIVES.

	Descriptives

	
	Statistic
	Std. Error

	eval
	Mean
	3.998
	.0258

	
	95% Confidence Interval for Mean
	Lower Bound
	3.948
	

	
	
	Upper Bound
	4.049
	

	
	5% Trimmed Mean
	4.016
	

	
	Median
	4.000
	

	
	Variance
	.308
	

	
	Std. Deviation
	.5549
	

	
	Minimum
	2.1
	

	
	Maximum
	5.0
	

	
	Range
	2.9
	

	
	Interquartile Range
	.8
	

	
	Skewness
	-.467
	.113

	
	Kurtosis
	-.107
	.226

	gpa
	Mean
	2.3774
	.05086

	
	95% Confidence Interval for Mean
	Lower Bound
	2.2775
	

	
	
	Upper Bound
	2.4774
	

	
	5% Trimmed Mean
	2.4046
	

	
	Median
	2.3600
	

	
	Variance
	1.198
	

	
	Std. Deviation
	1.09443
	

	
	Minimum
	.05
	

	
	Maximum
	4.00
	

	
	Range
	3.95
	

	
	Interquartile Range
	1.74
	

	
	Skewness
	-.136
	.113

	
	Kurtosis
	-.979
	.226



Descriptive statistics on instructor-by-instructor basis:
First, to get stats just for instructors 5, 11, 30, 68, and 85, as presented in Chapter 6, it is convenient to filter the data ('profnumber' is the variable giving Instructor ID):
COMPUTE filter_$=(profnumber = 5 or profnumber = 11 or profnumber = 30 or profnumber = 68 or profnumber = 85).
VALUE LABELS filter_$ 0 'Not Selected' 1 'Selected'.
FILTER BY filter_$.
EXECUTE.
Then get within-instructor descriptive stats for the course evaluation outcome and the GPA predictor using this subset:
EXAMINE VARIABLES=eval gpa BY profnumber
  /STATISTICS=DESCRIPTIVES.

Output for the total (filtered) sample is given first, followed by the following within-instructor descriptive statistics:

	Descriptivesa,b

	
	profnumber
	Statistic
	Std. Error

	eval
	5
	Mean
	4.350
	.0922

	
	
	95% Confidence Interval for Mean
	Lower Bound
	4.113
	

	
	
	
	Upper Bound
	4.587
	

	
	
	5% Trimmed Mean
	4.367
	

	
	
	Median
	4.400
	

	
	
	Variance
	.051
	

	
	
	Std. Deviation
	.2258
	

	
	
	Minimum
	3.9
	

	
	
	Maximum
	4.5
	

	
	
	Range
	.6
	

	
	
	Interquartile Range
	.2
	

	
	
	Skewness
	-2.188
	.845

	
	
	Kurtosis
	5.063
	1.741

	
	11
	Mean
	3.267
	.3844

	
	
	95% Confidence Interval for Mean
	Lower Bound
	1.613
	

	
	
	
	Upper Bound
	4.921
	

	
	
	5% Trimmed Mean
	.
	

	
	
	Median
	3.100
	

	
	
	Variance
	.443
	

	
	
	Std. Deviation
	.6658
	

	
	
	Minimum
	2.7
	

	
	
	Maximum
	4.0
	

	
	
	Range
	1.3
	

	
	
	Interquartile Range
	.
	

	
	
	Skewness
	1.056
	1.225

	
	
	Kurtosis
	.
	.

	
	68
	Mean
	2.567
	.2028

	
	
	95% Confidence Interval for Mean
	Lower Bound
	1.694
	

	
	
	
	Upper Bound
	3.439
	

	
	
	5% Trimmed Mean
	.
	

	
	
	Median
	2.600
	

	
	
	Variance
	.123
	

	
	
	Std. Deviation
	.3512
	

	
	
	Minimum
	2.2
	

	
	
	Maximum
	2.9
	

	
	
	Range
	.7
	

	
	
	Interquartile Range
	.
	

	
	
	Skewness
	-.423
	1.225

	
	
	Kurtosis
	.
	.

	
	85
	Mean
	4.788
	.0639

	
	
	95% Confidence Interval for Mean
	Lower Bound
	4.636
	

	
	
	
	Upper Bound
	4.939
	

	
	
	5% Trimmed Mean
	4.786
	

	
	
	Median
	4.800
	

	
	
	Variance
	.033
	

	
	
	Std. Deviation
	.1808
	

	
	
	Minimum
	4.6
	

	
	
	Maximum
	5.0
	

	
	
	Range
	.4
	

	
	
	Interquartile Range
	.4
	

	
	
	Skewness
	.051
	.752

	
	
	Kurtosis
	-2.279
	1.481

	gpa
	5
	Mean
	3.8200
	.14450

	
	
	95% Confidence Interval for Mean
	Lower Bound
	3.4486
	

	
	
	
	Upper Bound
	4.1914
	

	
	
	5% Trimmed Mean
	3.8500
	

	
	
	Median
	3.9400
	

	
	
	Variance
	.125
	

	
	
	Std. Deviation
	.35395
	

	
	
	Minimum
	3.10
	

	
	
	Maximum
	4.00
	

	
	
	Range
	.90
	

	
	
	Interquartile Range
	.27
	

	
	
	Skewness
	-2.411
	.845

	
	
	Kurtosis
	5.857
	1.741

	
	11
	Mean
	.6800
	.31193

	
	
	95% Confidence Interval for Mean
	Lower Bound
	-.6621
	

	
	
	
	Upper Bound
	2.0221
	

	
	
	5% Trimmed Mean
	.
	

	
	
	Median
	.4300
	

	
	
	Variance
	.292
	

	
	
	Std. Deviation
	.54028
	

	
	
	Minimum
	.31
	

	
	
	Maximum
	1.30
	

	
	
	Range
	.99
	

	
	
	Interquartile Range
	.
	

	
	
	Skewness
	1.636
	1.225

	
	
	Kurtosis
	.
	.

	
	68
	Mean
	.7567
	.42710

	
	
	95% Confidence Interval for Mean
	Lower Bound
	-1.0810
	

	
	
	
	Upper Bound
	2.5943
	

	
	
	5% Trimmed Mean
	.
	

	
	
	Median
	.6600
	

	
	
	Variance
	.547
	

	
	
	Std. Deviation
	.73975
	

	
	
	Minimum
	.07
	

	
	
	Maximum
	1.54
	

	
	
	Range
	1.47
	

	
	
	Interquartile Range
	.
	

	
	
	Skewness
	.578
	1.225

	
	
	Kurtosis
	.
	.

	
	85
	Mean
	3.3288
	.28680

	
	
	95% Confidence Interval for Mean
	Lower Bound
	2.6506
	

	
	
	
	Upper Bound
	4.0069
	

	
	
	5% Trimmed Mean
	3.3686
	

	
	
	Median
	3.5800
	

	
	
	Variance
	.658
	

	
	
	Std. Deviation
	.81120
	

	
	
	Minimum
	1.94
	

	
	
	Maximum
	4.00
	

	
	
	Range
	2.06
	

	
	
	Interquartile Range
	1.40
	

	
	
	Skewness
	-.781
	.752

	
	
	Kurtosis
	-.815
	1.481

	a. eval is constant when profnumber = 30. It has been omitted.

	b. gpa is constant when profnumber = 30. It has been omitted.


Notice that no output is given for ‘profnumber’ = 30 because there were data from only one student with this instructor.
Before moving on to additional analyses, turn off the filter:
FILTER OFF.
USE ALL.
EXECUTE.
Next, a separate data file (‘ch6j94.txt’) is available which has only one row per instructor and contains only the instructor-level variables:
GET DATA  /TYPE=TXT
  /FILE="X:\book\spss\ch6j94.txt"
  /DELIMITERS=" "
  /ARRANGEMENT=DELIMITED
  /FIRSTCASE=2
  /DATATYPEMIN PERCENTAGE=95.0
  /VARIABLES=
  index AUTO
  profnumber AUTO
  beauty AUTO
  female AUTO
  age AUTO
  minority AUTO
  tenured AUTO
  /MAP.
Using this dataset, it is easy to get descriptive stats for the instructor attractiveness variable, here named 'beauty' (because Hamermesh and Parker, 2005, named it 'beauty'):
EXAMINE VARIABLES=beauty
  /STATISTICS=DESCRIPTIVES.

	Descriptives

	
	Statistic
	Std. Error

	beauty
	Mean
	.868207495
	.2490437910

	
	95% Confidence Interval for Mean
	Lower Bound
	.348711251
	

	
	
	Upper Bound
	1.387703740
	

	
	5% Trimmed Mean
	.954968495
	

	
	Median
	1.421445000
	

	
	Variance
	1.302
	

	
	Std. Deviation
	1.1412620230
	

	
	Minimum
	-1.5112680
	

	
	Maximum
	1.6859850
	

	
	Range
	3.1972530
	

	
	Interquartile Range
	1.5427207
	

	
	Skewness
	-1.351
	.501

	
	Kurtosis
	.522
	.972



But because course evaluation is a Level 1 variable, we need to return to the full dataset to get the correlation between instructor attractiveness and course evaluation and make the scatterplot in Figure 6.1.
GRAPH
  /SCATTERPLOT=beauty WITH eval.

[image: ]
CORRELATIONS
  /VARIABLES=beauty age.

	Correlations

	
	beauty
	age

	beauty
	Pearson Correlation
	1
	-.298

	
	Sig. (2-tailed)
	
	.000

	
	N
	463
	463

	age
	Pearson Correlation
	-.298
	1

	
	Sig. (2-tailed)
	.000
	

	
	N
	463
	463



(The significance test of the correlation above is biased because the independent observations assumption is violated.)
Scatterplot of course evaluation by student GPA, ignoring clustering of students within instructors (Figure 6.2):
GRAPH
  /SCATTERPLOT=gpa WITH eval.
[image: ]

Plot of course evaluation by student GPA, within each of four instructors (Figure 6.3).
First, filter the data, selecting only the instructors whose data will be plotted:
COMPUTE filter_$=(profnumber = 20 or profnumber = 50 or profnumber = 34 or profnumber = 82).
VALUE LABELS filter_$ 0 'Not Selected' 1 'Selected'.
FILTER BY filter_$.
EXECUTE.
Then create separate panels based on ‘profnumber’, and perhaps adapt the point-and-click method described in the Chapter 1 SPSS syntax to add the fitted regression lines within each panel:
GRAPH
  /SCATTERPLOT gpa WITH eval
  /PANEL COLVAR=profnumber.

[image: ]

(In the SPSS output window, click and drag the right side of the graph to stretch it out horizontally.)
Then don’t forget to turn the filter back off before moving on to further analyses using the full dataset:
FILTER OFF.
USE ALL.
EXECUTE.

The Unconditional Multilevel Model
After examining descriptive statistics and plots, we are ready to begin estimating multilevel models.
The multilevel models in this chapter can all be estimated using the MIXED command.
Use MIXED to specify and estimate the unconditional MLM; the course evaluation outcome variable (‘eval’) is listed on the first line:
MIXED eval 
  /PRINT SOLUTION TESTCOV
  /FIXED = | SSTYPE(3) 
  /RANDOM = INTERCEPT | SUBJECT(profnumber).
Above, because this is an intercept-only model, there are no predictors listed on the /FIXED =  line. On the /RANDOM = line, random intercepts are requested to vary randomly across the levels of instructor ID (i.e., 'profnumber', the Level 2 ID variable).
By default, the model is estimated using REML. See below for an example where the estimator is changed to FIML.
The output follows:

Mixed Model Analysis
	Model Dimensiona

	
	Number of Levels
	Covariance Structure
	Number of Parameters
	Subject Variables

	Fixed Effects
	Intercept
	1
	
	1
	

	Random Effects
	Intercept
	1
	Variance Components
	1
	profnumber

	Residual
	
	
	1
	

	Total
	2
	
	3
	

	a. Dependent Variable: eval.

	Information Criteriaa

	-2 Restricted Log Likelihood
	644.038

	Akaike's Information Criterion (AIC)
	648.038

	Hurvich and Tsai's Criterion (AICC)
	648.064

	Bozdogan's Criterion (CAIC)
	658.309

	Schwarz's Bayesian Criterion (BIC)
	656.309

	The information criteria are displayed in smaller-is-better form.

	a. Dependent Variable: eval.


Fixed Effects
	Type III Tests of Fixed Effectsa

	Source
	Numerator df
	Denominator df
	F
	Sig.

	Intercept
	1
	86.684
	7585.073
	.000

	a. Dependent Variable: eval.



	Estimates of Fixed Effectsa

	Parameter
	Estimate
	Std. Error
	df
	t
	Sig.
	95% Confidence Interval

	
	
	
	
	
	
	Lower Bound
	Upper Bound

	Intercept
	3.935731
	.045190
	86.684
	87.092
	.000
	3.845906
	4.025557

	a. Dependent Variable: eval.



Covariance Parameters
	Estimates of Covariance Parametersa

	Parameter
	Estimate
	Std. Error
	Wald Z
	Sig.
	95% Confidence Interval

	
	
	
	
	
	Lower Bound
	Upper Bound

	Residual
	.170216
	.012571
	13.540
	.000
	.147277
	.196727

	Intercept [subject = profnumber]
	Variance
	.147026
	.028745
	5.115
	.000
	.100225
	.215680

	a. Dependent Variable: eval.



In the output above, the only fixed effect estimate is the mean intercept value, i.e., gamma, the grand mean of the course evaluation outcome.

Under ‘Estimates of Covariance Parameters’ (random effects), the ‘Residual’ estimate corresponds to the Level 1 variance estimate while the ‘Intercept’ estimate corresponds to the Level 2 variance estimate in Table 6.2.


Conditional Multilevel Models
Specify and estimate the random-intercepts MLM regressing course evaluation data on student GPA.
The model specification below is a simple elaboration on the unconditional model, now including student GPA as a predictor on the first line following the WITH option (to specify a continuous covariate) and on the /FIXED = line:
MIXED eval WITH gpa
  /PRINT SOLUTION TESTCOV
  /FIXED = gpa | SSTYPE(3) 
  /RANDOM = INTERCEPT | SUBJECT(profnumber).

	Estimates of Fixed Effectsa

	Parameter
	Estimate
	Std. Error
	df
	t
	Sig.
	95% Confidence Interval

	
	
	
	
	
	
	Lower Bound
	Upper Bound

	Intercept
	3.549238
	.059476
	288.430
	59.676
	.000
	3.432177
	3.666299

	gpa
	.168761
	.019402
	442.801
	8.698
	.000
	.130629
	.206892

	a. Dependent Variable: eval.



	Estimates of Covariance Parametersa

	Parameter
	Estimate
	Std. Error
	Wald Z
	Sig.
	95% Confidence Interval

	
	
	
	
	
	Lower Bound
	Upper Bound

	Residual
	.152485
	.011343
	13.444
	.000
	.131798
	.176418

	Intercept [subject = profnumber]
	Variance
	.102859
	.021949
	4.686
	.000
	.067702
	.156272

	a. Dependent Variable: eval.


The fixed effects results above give the mean intercept and GPA coefficient reported in Table 6.3 (along with 95% CIs), while again the variance of the random intercepts (the Level 2 variance estimate) and the Level 1 residual variance are given under the ‘Estimates of Covariance Parameters’ output.

Specify and estimate the random-slopes MLM regressing course evaluation data on student GPA.
The model specification below is a simple elaboration on the random-intercepts model, now including GPA as a random effect (the model also includes random intercepts automatically):
MIXED eval WITH gpa
  /PRINT SOLUTION TESTCOV
  /FIXED = gpa | SSTYPE(3) 
  /RANDOM = INTERCEPT gpa | SUBJECT(profnumber).
Chapter 6 reported that the model specified above does not converge using the REML estimator. That result (or non-result) was obtained using R. For the model above, SPSS does produce a converged model solution, but a warning message is obtained stating that “The final Hessian matrix is not positive definite although all convergence criteria are satisfied. The MIXED procedure continues despite this warning. Validity of subsequent results cannot be ascertained.” Furthermore, the Level 2 slope variance for ‘gpa’ is set = 0 in the output, therefore SPSS has not obtained results for a random-slopes model anyway.
For the sake of demonstration, we can also try the FIML estimator:
MIXED eval WITH gpa
  /PRINT SOLUTION TESTCOV
  /METHOD = ML
  /FIXED = gpa | SSTYPE(3) 
  /RANDOM = INTERCEPT gpa | SUBJECT(profnumber).
But the same problem occurs again.
It turns out, though, that this model does converge if we increase the number of iterations. Later we will see how to increase the number of iterations.

Model with a Level 2 predictor (means-as-outcomes model)
Specify and estimate the model regressing course evaluation on instructor attractiveness (‘beauty’):
MIXED eval WITH beauty
  /PRINT SOLUTION TESTCOV
  /FIXED = beauty | SSTYPE(3) 
  /RANDOM = INTERCEPT | SUBJECT(profnumber).

	Estimates of Fixed Effectsa

	Parameter
	Estimate
	Std. Error
	df
	t
	Sig.
	95% Confidence Interval

	
	
	
	
	
	
	Lower Bound
	Upper Bound

	Intercept
	3.938927
	.044195
	84.834
	89.125
	.000
	3.851052
	4.026802

	beauty
	.115663
	.053874
	86.859
	2.147
	.035
	.008580
	.222746

	a. Dependent Variable: eval.



	Estimates of Covariance Parametersa

	Parameter
	Estimate
	Std. Error
	Wald Z
	Sig.
	95% Confidence Interval

	
	
	
	
	
	Lower Bound
	Upper Bound

	Residual
	.170477
	.012604
	13.525
	.000
	.147479
	.197061

	Intercept [subject = profnumber]
	Variance
	.138708
	.027785
	4.992
	.000
	.093668
	.205405

	a. Dependent Variable: eval.


The output above provides the results in Table 6.4 and the 95% CI reported in the text for the attractiveness fixed effect.

Model with both a Level 1 predictor and a Level 2 predictor
Specify and estimate the model regressing course evaluation on both student GPA and instructor attractiveness. Here, the model has random intercepts only; at this point, random-slopes for the GPA effect make the model too complex:
MIXED eval WITH gpa beauty
  /PRINT SOLUTION TESTCOV
  /FIXED = gpa beauty | SSTYPE(3) 
  /RANDOM = INTERCEPT | SUBJECT(profnumber).

	Estimates of Fixed Effectsa

	Parameter
	Estimate
	Std. Error
	df
	t
	Sig.
	95% Confidence Interval

	
	
	
	
	
	
	Lower Bound
	Upper Bound

	Intercept
	3.548371
	.058497
	292.407
	60.659
	.000
	3.433242
	3.663500

	gpa
	.171005
	.019336
	445.626
	8.844
	.000
	.133004
	.209005

	beauty
	.120159
	.045845
	82.151
	2.621
	.010
	.028962
	.211355

	a. Dependent Variable: eval.



	Estimates of Covariance Parametersa

	Parameter
	Estimate
	Std. Error
	Wald Z
	Sig.
	95% Confidence Interval

	
	
	
	
	
	Lower Bound
	Upper Bound

	Residual
	.152830
	.011379
	13.431
	.000
	.132079
	.176843

	Intercept [subject = profnumber]
	Variance
	.093174
	.020660
	4.510
	.000
	.060333
	.143891

	a. Dependent Variable: eval.


The output above provides the results in Table 6.5 and the 95% CIs reported in the text (although SPSS obtained a .

Distinguishing Within-Cluster Effect from Between-Clusters Effect
The sytax below can be used to cluster-mean center the Level 1 ‘gpa’ variable. First, the within-cluster means (‘gpamean’) are calculated using the AGGREGATE command, then the cluster-centered variable (‘gpawc’) is computed using these means:

AGGREGATE
  /BREAK profnumber
  /gpamean=MEAN(gpa).

COMPUTE gpawc = gpa - gpamean.
Now we can use the variables created above to specify and estimate the random-intercepts model for separate within-cluster, Level 1 GPA effect and between-clusters, Level 2 GPA effect:
MIXED eval WITH gpawc gpamean
  /PRINT SOLUTION TESTCOV
  /FIXED = gpawc gpamean | SSTYPE(3) 
  /RANDOM = INTERCEPT | SUBJECT(profnumber).

	Estimates of Fixed Effectsa

	Parameter
	Estimate
	Std. Error
	df
	t
	Sig.
	95% Confidence Interval

	
	
	
	
	
	
	Lower Bound
	Upper Bound

	Intercept
	3.124745
	.121806
	98.197
	25.653
	.000
	2.883032
	3.366459

	gpawc
	.141720
	.020827
	361.569
	6.805
	.000
	.100763
	.182678

	gpamean
	.353111
	.050106
	94.721
	7.047
	.000
	.253635
	.452587

	a. Dependent Variable: eval.



	Estimates of Covariance Parametersa

	Parameter
	Estimate
	Std. Error
	Wald Z
	Sig.
	95% Confidence Interval

	
	
	
	
	
	Lower Bound
	Upper Bound

	Residual
	.152925
	.011374
	13.446
	.000
	.132182
	.176923

	Intercept [subject = profnumber]
	Variance
	.082634
	.018869
	4.379
	.000
	.052819
	.129280

	a. Dependent Variable: eval.


The output above gives the results in Table 6.7. Specifically, the fixed-effect estimate for 'gpawc' corresponds to the Level 1 GPA effect and the estimate for 'gpamean' corresponds to the Level 2 GPA effect.
Alternative approach
Equivalent results can be obtained using the original, un-centered GPA variable along with the Level GPA cluster means as predictors of course evaluation:
MIXED eval WITH gpa gpamean
  /PRINT SOLUTION TESTCOV
  /FIXED = gpa gpamean | SSTYPE(3) 
  /RANDOM = INTERCEPT | SUBJECT(profnumber).


	Estimates of Fixed Effectsa

	Parameter
	Estimate
	Std. Error
	df
	t
	Sig.
	95% Confidence Interval

	
	
	
	
	
	
	Lower Bound
	Upper Bound

	Intercept
	3.124745
	.121806
	98.197
	25.653
	.000
	2.883032
	3.366459

	gpa
	.141720
	.020827
	361.569
	6.805
	.000
	.100763
	.182678

	gpamean
	.211391
	.054262
	129.493
	3.896
	.000
	.104036
	.318745

	a. Dependent Variable: eval.



	Estimates of Covariance Parametersa

	Parameter
	Estimate
	Std. Error
	Wald Z
	Sig.
	95% Confidence Interval

	
	
	
	
	
	Lower Bound
	Upper Bound

	Residual
	.152925
	.011374
	13.446
	.000
	.132182
	.176923

	Intercept [subject = profnumber]
	Variance
	.082634
	.018869
	4.379
	.000
	.052819
	.129280

	a. Dependent Variable: eval.


The output above gives the results in Table 6.8.

Revisiting the random-slopes model
Using the cluster-mean centered version of the Level 1 GPA variable leads to random-slopes model (‘gpawc’ is included on the /RANDOM line) which converges easily. Notice that the G option has been added to the /PRINT line and the COVTYPE(UN)  (for ‘unstructured covariance type’) option is added to the /RANDOM line; this combination causes the output to include the estimated covariance between the random intercepts and slopes:

MIXED eval WITH gpawc
  /PRINT SOLUTION TESTCOV G
  /FIXED = gpawc | SSTYPE(3) 
  /RANDOM = INTERCEPT gpawc | SUBJECT(profnumber) COVTYPE(UN).

	Estimates of Fixed Effectsa

	Parameter
	Estimate
	Std. Error
	df
	t
	Sig.
	95% Confidence Interval

	
	
	
	
	
	
	Lower Bound
	Upper Bound

	Intercept
	3.932490
	.045328
	86.840
	86.756
	.000
	3.842393
	4.022588

	gpawc
	.141950
	.021582
	48.455
	6.577
	.000
	.098567
	.185333

	a. Dependent Variable: eval.



	Estimates of Covariance Parametersa

	Parameter
	Estimate
	Std. Error
	Wald Z
	Sig.
	95% Confidence Interval

	
	
	
	
	
	Lower Bound
	Upper Bound

	Residual
	.149107
	.012100
	12.323
	.000
	.127182
	.174812

	Intercept + gpawc [subject = profnumber]
	UN (1,1)
	.153282
	.029022
	5.282
	.000
	.105761
	.222155

	
	UN (2,1)
	-.004939
	.010617
	-.465
	.642
	-.025748
	.015869

	
	UN (2,2)
	.002338
	.005579
	.419
	.675
	2.177429E-5
	.251064

	a. Dependent Variable: eval.


The output above corresponds to the results in Table 6.10 and the random effects reported in the text. Notice that the estimated covariance between intercepts and slopes is -.005. Converting this covariance to a correlation yields r = -.26, as reported in the text.

Cross-level interactions
Specify and estimate the random-slopes model including Level 1 predictor (student GPA), Level 2 predictor (instructor attractiveness), and their interaction.
To represent the interaction, we first need to create the product variables:

COMPUTE beautgpa = gpa*beauty.
COMPUTE beautgpam = gpamean*beauty.
EXECUTE.
As explained in Chapter 6, it is important for this model also to include the means of the Level 1 variable (GPA means) as a Level 2 predictor (along with its interaction with the other Level 2 predictor, instructor attractiveness):
MIXED eval WITH gpa beauty gpamean beautgpa beautgpam
  /PRINT SOLUTION TESTCOV G
  /FIXED = gpa beauty gpamean beautgpa beautgpam | SSTYPE(3) 
  /RANDOM = INTERCEPT gpa | SUBJECT(profnumber) COVTYPE(UN).
Unfortunately, this model does not converge.
The code below attempts to re-estimate the model after increasing the number of iterations for the estimation algorithm from the default of 100 to 1,000 (/CRITERIA MXITER(1000)):
MIXED eval WITH gpa beauty gpamean beautgpa beautgpam
  /CRITERIA MXITER(1000)
  /PRINT SOLUTION TESTCOV G
  /FIXED = gpa beauty gpamean beautgpa beautgpam | SSTYPE(3) 
  /RANDOM = INTERCEPT gpa | SUBJECT(profnumber) COVTYPE(UN).
Unfortunately, the model still does not converge. Converged results can be obtained with alternative software, however.

Assumption Checking for MLM
As presented in Chapter 6, return to the random-intercepts model with separate within- and between-clusters effect for student GPA.  Unfortunately, saving out the empirical Bayes intercept estimates is not currently available in SPSS. Therefore, we are not able to recreate Figures 6.7 and 6.9.
To reproduce Figure 6.8, showing the distribution of the Level 1 residuals from the random-intercepts model, save out the residuals from the model using the /SAVE RESID subcommand (as was done in the OLS regression syntax for earlier chapters):
MIXED eval WITH gpawc gpamean
  /PRINT SOLUTION TESTCOV
  /FIXED = gpawc gpamean | SSTYPE(3) 
  /RANDOM = INTERCEPT | SUBJECT(profnumber)
  /SAVE RESID.
GRAPH
  /HISTOGRAM=RESID_1.

[image: ]
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