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Matrix algebra is more easily understood if one works through some calculations. The syntax in this document reproduces the matrix calculations presented in Chapter 7; cross-check the results produced by the calculations below against the calculations presented in Chapter 7.
Matrix calculations are carried out in SPSS by placing the syntax within the MATRIX command.
Each set of matrix operations begins with the line
MATRIX.
and ends with the line
END MATRIX.
In between, any number of matrices can be defined and mathematically manipulated.

Simple matrix operations
Define 3 x 2 matrix A using COMPUTE. The individual elements of the matrix are listed within curly brackets; elements in the same row are separated by commas and different rows are separated with semi-colons. The PRINT command is used to print results to the output window.
Thus, this syntax:
MATRIX.
COMPUTE A = {1, 3;
            .2, 4.6;
            8.5, -2.3}.
PRINT A
  /TITLE "Matrix A".
END MATRIX.
Can also be written like this:
MATRIX.
COMPUTE A = {1, 3; .2, 4.6; 8.5, -2.3}.
PRINT A
  /TITLE "Matrix A".
END MATRIX.
The result in the output window looks like this:

Run MATRIX procedure:

Matrix A
   1.000000000   3.000000000
    .200000000   4.600000000
   8.500000000  -2.300000000

------ END MATRIX -----

Create A' , print the result to the output window, then take the transpose of A, i.e., (A')', and see that it is the same matrix as A:
MATRIX.
COMPUTE A = {1, 3; .2, 4.6; 8.5, -2.3}.
COMPUTE Atrans=transpos(A).
COMPUTE Att = transpos(Atrans).
PRINT A
  /TITLE "Matrix A".
PRINT Atrans
  /TITLE "Matrix A-transpose".
PRINT Att
  /TITLE "Transpose of A-transpose is the same as A".
END MATRIX.

Output:

Run MATRIX procedure:

Matrix A
   1.000000000   3.000000000
    .200000000   4.600000000
   8.500000000  -2.300000000

Matrix A-transpose
   1.000000000    .200000000   8.500000000
   3.000000000   4.600000000  -2.300000000

Transpose of A-transpose is the same as A
   1.000000000   3.000000000
    .200000000   4.600000000
   8.500000000  -2.300000000

------ END MATRIX -----

Define 3 x 3 matrix C, calculate the trace of C, and see that C is not symmetric because C' is not the same as C:
MATRIX.
COMPUTE C = {-5, 1, 3; 2, 2, 6; 7, 3, -4}.
COMPUTE Ctrace = trace(C).
COMPUTE Ctrans = transpos(C).
PRINT C
  /TITLE "Matrix C".
PRINT Ctrace
  /TITLE "Trace of matrix C".
PRINT Ctrans
  /TITLE "Transpose of C".
END MATRIX.

Output:

Run MATRIX procedure:

Matrix C
 -5  1  3
  2  2  6
  7  3 -4

Trace of matrix C
 -7

Transpose of C
 -5  2  7
  1  2  3
  3  6 -4

------ END MATRIX -----
Define 3 x 3 matrix D: and conclude that D is symmetric because D' and D are the same:
MATRIX.
COMPUTE D = {-5, 1, 3; 1, 2, 6; 3, 6, -4}.
COMPUTE Dtrans = transpos(D).
PRINT D
  /TITLE "Matrix D".
PRINT Dtrans
  /TITLE "Transpose of D".
END MATRIX.

Output:

Run MATRIX procedure:

Matrix D
 -5  1  3
  1  2  6
  3  6 -4

Transpose of D
 -5  1  3
  1  2  6
  3  6 -4

------ END MATRIX -----

Matrix addition and subtraction
Define new 2 x 3 matrices A and B, calculate C = A + B, calculate D = A – B, and calculate E = -B and check the results:
MATRIX.
COMPUTE A = {1, 2, 3; 4, 5, 6}.
COMPUTE B = {-5, 1, 2; 3, 0, -4}.
COMPUTE C = A+B.
COMPUTE D = A-B.
COMPUTE E = -B.
PRINT C
  /TITLE "Matrix C".
PRINT D
  /TITLE "Matrix D".
PRINT E
  /TITLE "Matrix E".
END MATRIX.
Output:
Run MATRIX procedure:

Matrix C
 -4  3  5
  7  5  2

Matrix D
   6   1   1
   1   5  10

Matrix E
  5 -1 -2
 -3  0  4

------ END MATRIX -----

Multiplication with matrices
Define a new 3 x 2 matrix A, calculate B = 3A and check the result:
MATRIX.
COMPUTE A = {1, 3; 2, 5; 8, -2}.
COMPUTE B = 3*A.
PRINT B
  /TITLE "Matrix B".
END MATRIX.
Output:
Run MATRIX procedure:

Matrix B
   3   9
   6  15
  24  -6

------ END MATRIX -----

Define new 3 x 2 matrix A and new 2 x 2 matrix B; calculate matrix product C = AB and check the result. What happens when you try to multiply A and B in the opposite order to form X = BA?
MATRIX.
COMPUTE A = {2, 1; 4, 2; 6, -3}.
COMPUTE B = {1, 3; 3, 1}.
COMPUTE C = A*B.
COMPUTE X = B*A.
PRINT C
  /TITLE "Matrix C".
PRINT X
  /TITLE "Matrix X?".
END MATRIX.
Output:

Run MATRIX procedure:
Error encountered in source line #   111

Error # 12344
Non-conformant operands in matrix multiply.
Execution of this command stops.
1st has 2 columns, but 2nd has 3 Rows.

Matrix C
   5   7
  10  14
  -3  15
Error encountered in source line #   114

Error # 12492
An attempt has been made to use previously undefined matrix (or scalar).
Execution of this command stops.
Matrix - 'X' is undefined
Error encountered in source line #   114

Error # 12332
Undefined variable in PRINT.

------ END MATRIX -----
SPSS informs us that we tried to multiply non-conformable matrices, and for that reason matrix X is “undefined”.
But you can calculate X = BA'; check the result; how does it compare to C = AB?
MATRIX.
COMPUTE A = {2, 1; 4, 2; 6, -3}.
COMPUTE B = {1, 3; 3, 1}.
COMPUTE C = A*B.
COMPUTE X = B*transpos(A).
PRINT C
  /TITLE "Matrix C".
PRINT X
  /TITLE "Matrix X?".
END MATRIX.
Output:
Run MATRIX procedure:

Matrix C
   5   7
  10  14
  -3  15

Matrix X?
   5  10  -3
   7  14  15

------ END MATRIX -----
We see that matrix X is simply the transpose of C. Calculate matrix product F = DE and check the result. Notice that a different result is obtained if you pre-multiply D by E:
MATRIX.
COMPUTE D = {1, 2; 3, 4}.
COMPUTE E = {0, 3; 2, 1}.
COMPUTE F = D*E.
COMPUTE F2 = E*D.
PRINT F
  /TITLE "Matrix F".
PRINT F2
  /TITLE "Matrix F2 is not the same as F".
END MATRIX.

Output:
Run MATRIX procedure:

Matrix F
   4   5
   8  13

Matrix F2 is not the same as F
   9  12
   5   8

------ END MATRIX -----

Determinants and matrix inversion
Define a new 3 x 3 matrix A and get the determinant of A to confirm that A is singular:
MATRIX.
COMPUTE A = {3, 1, 4; 4, 1, 5; 2, 3, 5}.
COMPUTE detA = det(A).
PRINT detA
  /TITLE "Determinant of A".
END MATRIX.
Output:
Run MATRIX procedure:

Determinant of A
  0

------ END MATRIX -----

Define a new 2 x 2 matrix A. Calculate the inverse of A and confirm that the product of A and A-1 is an identity matrix: 
MATRIX.
COMPUTE A = {2, 9; 1, 4}.
COMPUTE Ainv = inv(A).
COMPUTE I = A*Ainv.
PRINT Ainv
  /TITLE "A-inverse".
PRINT I
  /TITLE "A*A-inverse".
END MATRIX.
Output:
Run MATRIX procedure:

A-inverse
 -4  9
  1 -2

A*A-inverse
  1  0
  0  1

------ END MATRIX -----
Define 2 x 1 vector y and new 2 x 2 matrix A, then solve for x as A-1y and check the result:
MATRIX.
COMPUTE A = {2, 9; 1, 4}.
COMPUTE y = {-5;7}.
COMPUTE x = inv(A)*y.
PRINT x
  /TITLE "vector x".
END MATRIX.

Output:
Run MATRIX procedure:

vector x
  83
 -19

------ END MATRIX -----

Matrix calculations for statistical applications
Means
Input data as a column vector X, define conformable unit vector unitV, (below, the ‘make’ operator makes a vector of 1 row, 5 columns, with values equaling 1), calculate the mean, and check the result:
MATRIX.
COMPUTE X = {3;4;6;2;5}.
COMPUTE N = 5.
COMPUTE unitV = make(1,5,1).
COMPUTE meanX = (unitV*X) / N.
PRINT meanX
  /TITLE “mean of X”.
END MATRIX.
Output:
Run MATRIX procedure:

mean of X
  4

------ END MATRIX -----

Input new data as an N x P (5 x 3) data matrix X and calculate the vector of means:
MATRIX.
COMPUTE X = {3, 7.8, 0; 4, 8, 0; 6, 8.2, 1; 2, 7.9, 1; 5, 8.1, 1}.
COMPUTE N = 5.
COMPUTE unitV = make(1,5,1).
COMPUTE meanX = (unitV*X) / N.
PRINT meanX
  /TITLE “mean of X”.
END MATRIX.
Output:
Run MATRIX procedure:

mean of X
   4.000000000   8.000000000    .600000000

------ END MATRIX -----

Variance and covariance, standard deviation, and correlation
Expand the syntax above to calculate vector of deviation scores from X, calculate the covariance matrix S, standard deviations, the correlation matrix R, and check the results:
MATRIX.
COMPUTE X = {3, 7.8, 0; 4, 8, 0; 6, 8.2, 1; 2, 7.9, 1; 5, 8.1, 1}.
COMPUTE N = 5.
COMPUTE unitV = make(1,5,1).
COMPUTE meanX = (unitV*X) / N.
COMPUTE Xd = X - (transpos(unitV)*meanX).
COMPUTE S = (1/(N-1))*(transpos(Xd)*Xd).
COMPUTE SDs = sqrt(diag(S)).
COMPUTE rtD = mdiag(SDs).
COMPUTE R = inv(rtD)*S*inv(rtD).
PRINT S
  /TITLE “Covariance matrix S”.
PRINT SDs
  /TITLE “Standard deviations”.
PRINT R
  /TITLE “Correlation matrix R”.
END MATRIX.
Output:
Run MATRIX procedure:

Covariance matrix S
   2.500000000    .225000000    .250000000
    .225000000    .025000000    .050000000
    .250000000    .050000000    .300000000

Standard deviations
   1.581138830
    .158113883
    .547722558

Correlation matrix R
   1.000000000    .900000000    .288675135
    .900000000   1.000000000    .577350269
    .288675135    .577350269   1.000000000

------ END MATRIX -----
Eigenvalues and eigenvectors
Adapting the syntax above, we can see the eigenstructure of the correlation matrix using the 'eigen' function, and then confirm that R = UDU' where U is a matrix formed by the three eigenvectors and D is a diagonal matrix of the eigenvalues (the new matrix R2 reproduces the correlation matrix calculated above):
MATRIX.
COMPUTE X = {3, 7.8, 0; 4, 8, 0; 6, 8.2, 1; 2, 7.9, 1; 5, 8.1, 1}.
COMPUTE N = 5.
COMPUTE unitV = make(1,5,1).
COMPUTE meanX = (unitV*X) / N.
COMPUTE Xd = X - (transpos(unitV)*meanX).
COMPUTE S = (1/(N-1))*(transpos(Xd)*Xd).
COMPUTE SDs = sqrt(diag(S)).
COMPUTE rtD = mdiag(SDs).
COMPUTE R = inv(rtD)*S*inv(rtD).
CALL eigen(R,eigvec,eigval).
COMPUTE D = diag(eigval).
COMPUTE R2 = eigvec*D*t(eigvec).
PRINT eigval
  /TITLE "Eigenvalues of R".
PRINT eigvec
  /TITLE "Eigenvectors of R".
PRINT R2
  /TITLE "Reproduced correlation matrix R2".
END MATRIX.

Output:

Run MATRIX procedure:

Eigenvalues of R
   2.213995301
    .741324360
    .044680339

Eigenvectors of R
   .5974811383  -.5095951630   .6191357357
   .6597261823  -.1265119410  -.7407807322
   .4558263416   .8510625703   .2606047729

Reproduced correlation matrix R2
   1.000000000    .900000000    .288675135
    .900000000   1.000000000    .577350269
    .288675135    .577350269   1.000000000

------ END MATRIX -----





