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Mplus is a prominent, cutting-edge software package for estimating multivariate models (with or without latent variables) and has many features which are not available in other packages. That being said, Mplus is not ideal for preliminary, exploratory, descriptive data analyses or data management (although Mplus has improved in these regards).
When one first opens Mplus, a blank text window is shown (called ‘Mptext1’). Within this window, one types a script for a given analysis; this script is saved as an input file (with file extension .inp). Alternatively, one can open a preexisting input file or use the Mplus “Language Generator” (available under the ‘Mplus’ pull-down menu). These .inp input scripts are just plain text files; as such, one can open and edit them using any word processor or text editor.
Once the script is complete and submitted, an output file is automatically generated and displayed. This output will automatically have the same name as the input file, except its file extension will be .out instead of .inp (e.g., the input file saved as “mymodel.inp” will create an output file called “mymodel.out”). The output file is also a plain text file, so it can also be opened using a word processor or text editor.
An Mplus input script contains the commands for running only a single analysis. That is, all commands within a single input script are submitted and executed by Mplus simultaneously, which is unlike other command-based statistical software such as R and SAS with which one can submit just a subset of commands within a larger input script. 
Most often, then, an Mplus input file will include the commands for estimating only a single model (although commands that produce supplementary descriptive statistics and plots may also be included). As we see below, however, an exception is exploratory factor analysis (EFA), where it is possible to specify several models (for the same variables) within a single input script.
Students and researchers new to Mplus often struggle with getting Mplus to read their data. Mplus can only read data files saved in a plain text format (which usually has a .txt or .dat extension, although the extension does not really matter if it is truly a plain text file); it is best if the columns are space- or tab-delimited. Mplus cannot read SPSS-formatted .sav files, SAS-formatted .sas7bdat files, or even Excel .xlsx files. Thus, if one is working with a dataset created in one of these programs, it is necessary to save the data as a new, plain text file (using “Save As…”).
Furthermore, all data values must be numeric, with the exception of missing data flags, which can be periods (.), asterisks (*), or blank spaces ( ), but not letters (e.g., ‘NA’ is not allowed) and participant ID variables, which may contain letters. String variables are not allowed.
Critically, the data file itself cannot contain the variable names on the first row; Mplus expects the data themselves to begin on the first row. As demonstrated below, the user supplies the variable names within the input script.
Despite the issues described above, Mplus is a rather easy software package to use, perhaps easier than R or SAS. There are relatively few commands in each input script, and even complex statistical models can be specified using only a few lines of syntax.
Now, let’s see how to use Mplus to reproduce the exploratory factor analyses presented in Chapter 8. 

As explained above, in Mplus the entire input script is submitted and executed simultaneously. That is, one does not read in the data, then look at some statistics or graphs, then maybe get some more stats, one step at a time. Instead, everything in the input file happens at once, producing a single output file.
Nonetheless, for ease of presentation, below the individual commands of an input file are presented one at a time. Note that it is not even necessary for the commands in an input script to be given in any particular order.
Mplus is not case-sensitive; below, Mplus commands are given in ALL CAPS simply to distinguish them from other text.

Typically, the first command in an input script is the TITLE command:
TITLE: Social anxiety/body image EFA
Including a title is optional, however.

Next, the DATA command is used to read in the data file. As explained above, this must be a plain text file with only numerical data and the variable names cannot be on the first row:
DATA:
  FILE IS “saasmplus.txt”;
If the data file is saved in the same folder as the location of the input .inp file, then it is not necessary to type out the full path giving the data file’s location.
Note that the FILE IS subcommand must end with a semicolon.

In the current example, the VARIABLE command is used to assign names to the variables in the data file (‘NAMES ARE’), to indicate which variables are to be used in the current analysis (‘USEVARIABLES ARE’), and to specify the missing data flag (‘MISSING IS’):
VARIABLE:
  NAMES ARE BFNE SIAS SPS SPAS BIQ ASI APEVAL OWPRE SAAS;
  USEVARIABLES ARE ALL;
  MISSING IS *;
Notice that all subcommands end with semicolons. 

The ANALYSIS command below indicates that three separate EFA models are to be estimated, specifically, one-, two-, and three-factor models (‘TYPE IS EFA 1 3’). ULS estimation is requested (although Mplus will use ML, as explained later) along with oblimin rotation:
ANALYSIS:
  TYPE IS EFA 1 3;
  ESTIMATOR = ULS;
  ROTATION = OBLIMIN;
Again, all subcommands end with semicolons. 

Finally, the OUTPUT command, which is generally optional, may be included to request that descriptive statistics (‘SAMPSTAT’) be included in the output:
OUTPUT:
  SAMPSTAT;

Putting it all together, the entire input script looks like this:
TITLE:  Social anxiety/body image EFA

DATA:
  FILE IS "saasmplus.txt";

VARIABLE:
  NAMES ARE BFNE SIAS SPS SPAS BIQ ASI APEVAL OWPRE SAAS;
  USEVARIABLES ARE ALL; 
  MISSING IS *;

ANALYSIS:
  TYPE IS EFA 1 3;
  ESTIMATOR = ULS;
  ROTATION = OBLIMIN;

OUTPUT:
  SAMPSTAT;
After typing out the input scripts, clicking on the RUN button (or entering Alt+R) submits the input; if the input script has not yet been saved, Mplus prompts the user to save it. If not, the output file is automatically generated and displayed.

The first part of the output simply reproduces the input instructions. The remainder of the output is as follows:
*** WARNING in ANALYSIS command
  Estimator ULS is not available for TYPE=EFA with all continuous variables
  and missing data.  Default estimator will be used.
   1 WARNING(S) FOUND IN THE INPUT INSTRUCTIONS
This warning indicates that ULS estimation is not available because there is a missing value in the dataset. Because there is missing data, Mplus defaults to direct ML estimation to account for the incomplete data (which is described in Chapter 11). It is possible to request listwise deletion as an alternative missing data method, but even then, Mplus will default to ML estimation because the ULS estimator is only available for EFA if the input dataset is a correlation or covariance matrix (rather than original, raw data). ML estimation is fine, however; it is not worth the effort of creating a separate data file containing the correlations for the sole purpose of getting Mplus to use ULS estimation.
Social anxiety/body image EFA

SUMMARY OF ANALYSIS

Number of groups                                                 1
Number of observations                                         109

Number of dependent variables                                    9
Number of independent variables                                  0
Number of continuous latent variables                            0

There are 9 ‘dependent variables’ because the 9 observed variables are considered dependent variables in EFA. Mplus tells us that there are zero latent variables despite that we requested EFA models with 1, 2, and 3 factors; this is no concern.

Observed dependent variables

  Continuous
   BFNE        SIAS        SPS         SPAS        BIQ         ASI
   APEVAL      OWPRE       SAAS

Estimator                                                       ML
Rotation                                                   OBLIMIN
Row standardization                                    CORRELATION
Type of rotation                                           OBLIQUE
Gamma value                                              0.000D+00
Information matrix                                        OBSERVED
Maximum number of iterations                                  1000
Convergence criterion                                    0.500D-04
Maximum number of steepest descent iterations                   20
Maximum number of iterations for H1                           2000
Convergence criterion for H1                             0.100D-03
Optimization Specifications for the Exploratory Factor Analysis
Rotation Algorithm
  Number of random starts                                       30
  Maximum number of iterations                               10000
  Derivative convergence criterion                       0.100D-04

Input data file(s)
  saasmplus.txt

Input data format  FREE

In addition to reminding us of the analysis options we’ve specified in the input script, Mplus provides further technical details about the analysis (it is possible to change each of these details, by the way, but that is usually unnecessary).

SUMMARY OF DATA

     Number of missing data patterns             2

COVARIANCE COVERAGE OF DATA

Minimum covariance coverage value   0.100

     PROPORTION OF DATA PRESENT

           Covariance Coverage
              BFNE          SIAS          SPS           SPAS          BIQ
              ________      ________      ________      ________      ________
 BFNE           1.000
 SIAS           1.000         1.000
 SPS            1.000         1.000         1.000
 SPAS           1.000         1.000         1.000         1.000
 BIQ            1.000         1.000         1.000         1.000         1.000
 ASI            1.000         1.000         1.000         1.000         1.000
 APEVAL         0.991         0.991         0.991         0.991         0.991
 OWPRE          1.000         1.000         1.000         1.000         1.000
 SAAS           1.000         1.000         1.000         1.000         1.000


           Covariance Coverage
              ASI           APEVAL        OWPRE         SAAS
              ________      ________      ________      ________
 ASI            1.000
 APEVAL         0.991         0.991
 OWPRE          1.000         0.991         1.000
 SAAS           1.000         0.991         1.000         1.000


The information above pertains to the fact that there are incomplete observations in the dataset. Specifically, there is one case with a missing value on the ‘APEVAL’ variable. Thus, there are two ‘missing data patterns’: Participants with complete data and participants who are missing “APEVAL’. Next, ‘covariance coverage’ pertains to the proportion of cases supplying non-missing data to estimate each variance and covariance among the observed variables. For example, 100% of cases supply data to estimate the variance of ‘BFNE’, but 99.1% of cases supply data to estimate the variance of ‘APEVAL’ and 99.1% of cases supply data to estimate the covariances between ‘APEVAL’ and the other variables. The ‘minimum covariance coverage value’ indicates that if any of these proportions were to dip below 10%, the remaining analyses would be aborted (it is possible to change the ‘minimum covariance coverage value’ to a value other than 0.10).

SAMPLE STATISTICS

     ESTIMATED SAMPLE STATISTICS

           Means
              BFNE          SIAS          SPS           SPAS          BIQ
              ________      ________      ________      ________      ________
      1        31.211        19.972        14.083        44.028         1.255

           Means
              ASI           APEVAL        OWPRE         SAAS
              ________      ________      ________      ________
      1         2.478         3.545         2.550         1.856

           Covariances
              BFNE          SIAS          SPS           SPAS          BIQ
              ________      ________      ________      ________      ________
 BFNE          88.020
 SIAS          84.868       162.155
 SPS           70.111       113.149       123.232
 SPAS          46.251        47.056        40.622        64.651
 BIQ            8.796         9.026         6.743         7.405         2.149
 ASI            3.585         2.995         3.610         2.847         0.621
 APEVAL        -3.582        -4.305        -3.336        -4.702        -0.583
 OWPRE          4.456         4.819         4.973         5.765         0.831
 SAAS           6.201         7.868         6.939         3.835         0.684

           Covariances
              ASI           APEVAL        OWPRE         SAAS
              ________      ________      ________      ________
 ASI            0.512
 APEVAL        -0.184         0.566
 OWPRE          0.377        -0.394         1.475
 SAAS           0.279        -0.338         0.368         0.659

           Correlations
              BFNE          SIAS          SPS           SPAS          BIQ
              ________      ________      ________      ________      ________
 BFNE           1.000
 SIAS           0.710         1.000
 SPS            0.673         0.800         1.000
 SPAS           0.613         0.460         0.455         1.000
 BIQ            0.639         0.483         0.414         0.628         1.000
 ASI            0.534         0.329         0.454         0.495         0.592
 APEVAL        -0.507        -0.449        -0.399        -0.777        -0.529
 OWPRE          0.391         0.312         0.369         0.590         0.467
 SAAS           0.814         0.761         0.770         0.588         0.575

           Correlations
              ASI           APEVAL        OWPRE         SAAS
              ________      ________      ________      ________
 ASI            1.000
 APEVAL        -0.342         1.000
 OWPRE          0.434        -0.431         1.000
 SAAS           0.480        -0.553         0.373         1.000

     MAXIMUM LOG-LIKELIHOOD VALUE FOR THE UNRESTRICTED (H1) MODEL IS -2016.123

UNIVARIATE HIGHER-ORDER MOMENT DESCRIPTIVE STATISTICS

     UNIVARIATE HIGHER-ORDER MOMENT DESCRIPTIVE STATISTICS

         Variable/         Mean/     Skewness/   Minimum/ % with                Percentiles
        Sample Size      Variance    Kurtosis    Maximum  Min/Max      20%/60%    40%/80%    Median

     BFNE                 31.211       0.745      12.000    0.92%      24.000     27.000     29.000
             109.000      88.020       0.529      59.000    0.92%      32.000     38.000
     SIAS                 19.972       1.030       0.000    0.92%       8.000     14.000     18.000
             109.000     162.155       1.131      64.000    0.92%      21.000     32.000
     SPS                  14.083       1.415       0.000    0.92%       4.000      9.000     11.000
             109.000     123.232       2.220      58.000    0.92%      14.000     21.000
     SPAS                 44.028      -0.249      26.000    1.83%      38.000     43.000     44.000
             109.000      64.651      -0.595      60.000    0.92%      46.000     52.000
     BIQ                   1.255       0.838      -2.545    0.92%       0.182      0.545      0.727
             109.000       2.149       0.725       5.727    0.92%       1.182      2.455
     ASI                   2.478       0.382       1.143    0.92%       1.786      2.286      2.429
             109.000       0.512       0.066       4.357    0.92%       2.571      3.000
     APEVAL                3.544      -0.115       1.714    1.85%       3.000      3.286      3.571
             108.000       0.569      -0.352       5.000    3.70%       3.714      4.143
     OWPRE                 2.550       0.315       1.000   20.18%       1.000      2.333      2.333
             109.000       1.475      -0.915       5.000    6.42%       3.000      3.667
     SAAS                  1.856       1.220       1.000    7.34%       1.188      1.375      1.625
             109.000       0.659       1.116       5.000    0.92%       1.812      2.625

The descriptive statistics above were produced by including the SAMPSTAT option in the OUTPUT command. The correlations match those reported in Table 8.1.
SUMMARY OF MODEL FIT INFORMATION

                   Number of                   Degrees of
     Model        Parameters      Chi-Square    Freedom     P-Value

     1-factor          27            169.659        27       0.0000
     2-factor          35             60.863        19       0.0000
     3-factor          42             31.737        12       0.0015

                                               Degrees of
     Models Compared              Chi-Square    Freedom     P-Value

     1-factor against 2-factor       108.797         8       0.0000
     2-factor against 3-factor        29.125         7       0.0001

The first set of chi-square tests above test the null hypothesis of perfect or exact fit for each of the 1-, 2-, and 3-factor models; but, as explained in Chapters 8 and 9, these tests are problematic.
The next set of chi-square tests indicate that the 3-factor model fits the data significantly better than the two-factor model, which in turn fits significantly better than the 1-factor model. But, similarly, these tests are problematic and typically are not reported by researchers using EFA.
RESULTS FOR EXPLORATORY FACTOR ANALYSIS

           EIGENVALUES FOR SAMPLE CORRELATION MATRIX
                  1             2             3             4             5
              ________      ________      ________      ________      ________
      1         5.318         1.156         0.753         0.594         0.395

           EIGENVALUES FOR SAMPLE CORRELATION MATRIX
                  6             7             8             9
              ________      ________      ________      ________
      1         0.282         0.191         0.174         0.136

These are the eigenvalues of the original, unreduced correlation matrix.
Then, we finally come to results for the one-factor model:

EXPLORATORY FACTOR ANALYSIS WITH 1 FACTOR(S):

MODEL FIT INFORMATION

Number of Free Parameters                       27

Loglikelihood
          H0 Value                       -2100.952
          H1 Value                       -2016.123

Information Criteria
          Akaike (AIC)                    4255.904
          Bayesian (BIC)                  4328.571
          Sample-Size Adjusted BIC        4243.254
            (n* = (n + 2) / 24)

Chi-Square Test of Model Fit
          Value                            169.659
          Degrees of Freedom                    27
          P-Value                           0.0000

RMSEA (Root Mean Square Error Of Approximation)
          Estimate                           0.220
          90 Percent C.I.                    0.189  0.252
          Probability RMSEA <= .05           0.000

CFI/TLI
          CFI                                0.791
          TLI                                0.721

Chi-Square Test of Model Fit for the Baseline Model
          Value                            717.129
          Degrees of Freedom                    36
          P-Value                           0.0000

SRMR (Standardized Root Mean Square Residual)
          Value                              0.090

MINIMUM ROTATION FUNCTION VALUE       0.00000

           OBLIMIN ROTATED LOADINGS (* significant at 5% level)
                  1
              ________
 BFNE           0.880*
 SIAS           0.809*
 SPS            0.801*
 SPAS           0.703*
 BIQ            0.685*
 ASI            0.577*
 APEVAL        -0.630*
 OWPRE          0.490*
 SAAS           0.906*

The output above gives the factor loading estimates similar to those reported in Table 8.9 (but not identical because Mplus has used ML estimation rather than ULS). Rotation does not occur, cannot occur, when there is only one factor, despite that these results are labeled as ‘OBLIMIN ROTATED’.
           OBLIMIN FACTOR CORRELATIONS (* significant at 5% level)
                  1
              ________
      1         1.000
           ESTIMATED RESIDUAL VARIANCES
              BFNE          SIAS          SPS           SPAS          BIQ
              ________      ________      ________      ________      ________
      1         0.226         0.346         0.358         0.505         0.530

           ESTIMATED RESIDUAL VARIANCES
              ASI           APEVAL        OWPRE         SAAS
              ________      ________      ________      ________
      1         0.667         0.603         0.760         0.179

The ‘ESTIMATED RESIDUAL VARIANCES’ are the uniqueness estimates for each observed variable. Mplus does not report communality estimates, but they are easily calculated as communality = 1 – uniqueness.

           S.E. OBLIMIN ROTATED LOADINGS
                  1
              ________
 BFNE           0.026
 SIAS           0.038
 SPS            0.039
 SPAS           0.053
 BIQ            0.055
 ASI            0.068
 APEVAL         0.062
 OWPRE          0.077
 SAAS           0.023


In Mplus output, ‘S.E.’ always stands for standard error. Thus, the output above gives the standard error estimates for the factor loadings. Although factor loading standard errors were not discussed in Chapter 8, factor loadings are of course model parameters, and as such, their estimates have standard errors. An advantage of using Mplus for EFA is that factor loading standard errors are automatically provided, which is not the case with other EFA software. These standard errors form the basis of significance tests for factor loadings (see below) and, more usefully, confidence intervals (although confidence intervals for factor loadings are not available with TYPE = EFA, one could feasibly calculate symmetric Wald-type CIs by hand using the standard error estimates).



           S.E. OBLIMIN FACTOR CORRELATIONS
                  1
              ________
      1         0.000


           S.E. ESTIMATED RESIDUAL VARIANCES
              BFNE          SIAS          SPS           SPAS          BIQ
              ________      ________      ________      ________      ________
      1         0.046         0.061         0.063         0.075         0.076


           S.E. ESTIMATED RESIDUAL VARIANCES
              ASI           APEVAL        OWPRE         SAAS
              ________      ________      ________      ________
      1         0.078         0.078         0.075         0.041

We also get standard error estimates for the uniqueness estimates.




           Est./S.E. OBLIMIN ROTATED LOADINGS
                  1
              ________
 BFNE          33.610
 SIAS          21.457
 SPS           20.486
 SPAS          13.192
 BIQ           12.401
 ASI            8.513
 APEVAL       -10.145
 OWPRE          6.384
 SAAS          40.136


           Est./S.E. OBLIMIN FACTOR CORRELATIONS
                  1
              ________
      1         0.000


           Est./S.E. ESTIMATED RESIDUAL VARIANCES
              BFNE          SIAS          SPS           SPAS          BIQ
              ________      ________      ________      ________      ________
      1         4.908         5.673         5.717         6.739         7.003


           Est./S.E. ESTIMATED RESIDUAL VARIANCES
              ASI           APEVAL        OWPRE         SAAS
              ________      ________      ________      ________
      1         8.530         7.709        10.089         4.361

The Est./S.E. values can be treated as large-sample Z statistics (i.e., Wald tests) of the null hypothesis that the corresponding parameter equals 0 and are the basis of the asterisks indicating the significance of the parameter estimates given in the earlier output. These tests are typically not reported in EFA applications, although they are potentially useful to the extent that any null hypothesis significance test is useful. (Here, we see that each factor loading estimate of this one-factor model is significantly greater than 0).

Next come results for the two-factor model:



EXPLORATORY FACTOR ANALYSIS WITH 2 FACTOR(S):


MODEL FIT INFORMATION

Number of Free Parameters                       35

Loglikelihood

          H0 Value                       -2046.554
          H1 Value                       -2016.123

Information Criteria

          Akaike (AIC)                    4163.108
          Bayesian (BIC)                  4257.305
          Sample-Size Adjusted BIC        4146.710
            (n* = (n + 2) / 24)

Chi-Square Test of Model Fit

          Value                             60.863
          Degrees of Freedom                    19
          P-Value                           0.0000

RMSEA (Root Mean Square Error Of Approximation)

          Estimate                           0.142
          90 Percent C.I.                    0.103  0.183
          Probability RMSEA <= .05           0.000

CFI/TLI

          CFI                                0.939
          TLI                                0.884

Chi-Square Test of Model Fit for the Baseline Model

          Value                            717.129
          Degrees of Freedom                    36
          P-Value                           0.0000

SRMR (Standardized Root Mean Square Residual)

          Value                              0.042



MINIMUM ROTATION FUNCTION VALUE       0.03785



           OBLIMIN ROTATED LOADINGS (* significant at 5% level)
                  1             2
              ________      ________
 BFNE           0.712*        0.215*
 SIAS           0.912*       -0.073
 SPS            0.913*       -0.082
 SPAS          -0.037         0.982*
 BIQ            0.279*        0.503*
 ASI            0.286*        0.357*
 APEVAL        -0.042        -0.773*
 OWPRE          0.032         0.590*
 SAAS           0.833*        0.117


           OBLIMIN FACTOR CORRELATIONS (* significant at 5% level)
                  1             2
              ________      ________
      1         1.000
      2         0.624*        1.000


The rotated factor loadings above are similar to those reported in Tables 8.2 and 8.7, but again they are not identical because Mplus has forced us to use ML estimation instead of ULS.

The estimated correlation between the two factor is .62 (reported as .63 in Chapter 8).


           ESTIMATED RESIDUAL VARIANCES
              BFNE          SIAS          SPS           SPAS          BIQ
              ________      ________      ________      ________      ________
      1         0.256         0.245         0.252         0.079         0.494


           ESTIMATED RESIDUAL VARIANCES
              ASI           APEVAL        OWPRE         SAAS
              ________      ________      ________      ________
      1         0.664         0.360         0.627         0.171

The uniqueness estimates above are approximately 1 minus the communality estimates in Table 8.7 (approximate because of different estimation method).



           FACTOR STRUCTURE
                  1             2
              ________      ________
 BFNE           0.846         0.659
 SIAS           0.867         0.497
 SPS            0.862         0.488
 SPAS           0.576         0.959
 BIQ            0.593         0.677
 ASI            0.508         0.535
 APEVAL        -0.524        -0.799
 OWPRE          0.400         0.610
 SAAS           0.906         0.637

With one-factor model output, we did not obtain separate results for FACTOR STRUCTURE because, as explained in Chapter 8, factor pattern and factor structure are identical when there is only one factor (or when a multi-factor model is rotated using an orthogonal rotation). Here, for this two-factor model, the FACTOR STRUCTURE is part of the default output, but as explained in the chapter, the factor pattern should be interpreted instead, for the same reason that partial regression coefficients from multiple regression are preferable to simple correlations when an outcome variable (observed variables in EFA) is explained by more than one predictor (factors in EFA).

Residual correlations (e.g.,Table 8.4) are not included in the default EFA output, but they can be obtained by adding the RESIDUAL option to the OUPUT command:

OUTPUT:
  SAMPSTAT RESIDUAL;

This option causes the output to include both the model-implied correlations (e.g., Table 8.3), labeled ‘Model Estimated Correlations’, as well the residual correlations, which are labeled ‘Residuals for Correlations’.

Finally, in the same output file, we also obtain results for the three-factor model:



EXPLORATORY FACTOR ANALYSIS WITH 3 FACTOR(S):


MODEL FIT INFORMATION

Number of Free Parameters                       42

Loglikelihood

          H0 Value                       -2031.991
          H1 Value                       -2016.123

Information Criteria

          Akaike (AIC)                    4147.983
          Bayesian (BIC)                  4261.019
          Sample-Size Adjusted BIC        4128.305
            (n* = (n + 2) / 24)

Chi-Square Test of Model Fit

          Value                             31.737
          Degrees of Freedom                    12
          P-Value                           0.0015

RMSEA (Root Mean Square Error Of Approximation)

          Estimate                           0.123
          90 Percent C.I.                    0.072  0.176
          Probability RMSEA <= .05           0.013

CFI/TLI

          CFI                                0.971
          TLI                                0.913

Chi-Square Test of Model Fit for the Baseline Model

          Value                            717.129
          Degrees of Freedom                    36
          P-Value                           0.0000

SRMR (Standardized Root Mean Square Residual)

          Value                              0.021



MINIMUM ROTATION FUNCTION VALUE       0.06007



           OBLIMIN ROTATED LOADINGS (* significant at 5% level)
                  1             2             3
              ________      ________      ________
 BFNE           0.641*        0.157         0.194
 SIAS           0.958*       -0.010        -0.119*
 SPS            0.883*       -0.088         0.074
 SPAS          -0.028         0.946*        0.054
 BIQ            0.173         0.347*        0.384
 ASI            0.039         0.003         0.867*
 APEVAL        -0.088        -0.825*        0.116
 OWPRE         -0.020         0.481*        0.236
 SAAS           0.783*        0.121         0.074


           OBLIMIN FACTOR CORRELATIONS (* significant at 5% level)
                  1             2             3
              ________      ________      ________
      1         1.000
      2         0.592*        1.000
      3         0.488*        0.530*        1.000


           ESTIMATED RESIDUAL VARIANCES
              BFNE          SIAS          SPS           SPAS          BIQ
              ________      ________      ________      ________      ________
      1         0.255         0.189         0.243         0.080         0.424


           ESTIMATED RESIDUAL VARIANCES
              ASI           APEVAL        OWPRE         SAAS
              ________      ________      ________      ________
      1         0.212         0.324         0.608         0.188


The rotated factor loading estimates above are similar, but not identical to those in Table 8.10 (again, the difference is due to using ML estimation instead of ULS).
Furthermore, the uniqueness estimates (ESTIMATED RESIDUAL VARIANCES) approximately equal 1 minus the communality estimates in Table 8.10.

Factor rotation
In the input file syntax given earlier, oblimin rotation was requested in the ANALYSIS command. The default oblimin weight is 0.0; we can easily change the oblimin weight to .5 by specifying the weight value in parentheses, as below:
ANALYSIS:
  TYPE IS EFA 1 3;
  ESTIMATOR = ULS;
  ROTATION = OBLIMIN (.5);

Which then leads to a different rotated factor pattern:
          OBLIMIN ROTATED LOADINGS (* significant at 5% level)
                  1             2
              ________      ________
 BFNE           0.749*        0.141
 SIAS           1.027*       -0.217*
 SPS            1.030*       -0.228*
 SPAS          -0.232*        1.128*
 BIQ            0.212         0.534*
 ASI            0.248         0.366*
 APEVAL         0.103        -0.877*
 OWPRE         -0.080         0.670*
 SAAS           0.902*        0.011


           OBLIMIN FACTOR CORRELATIONS (* significant at 5% level)
                  1             2
              ________      ________
      1         1.000
      2         0.777*        1.000

The rotated factor loadings above are similar, but not identical (because of the use of ML estimation), to those reported in Table 8.8. Furthermore, we see above that the interfactor correlation is now .78, as reported in Chapter 8 with the results for oblimin rotation with oblimin weight = .5.

EFA with categorical observed variables
The data for the 20 items of the Beck Hopelessness Scale (BHS) is in a comma-delimited file called ‘BHSEFA.csv’, which Mplus can read as a plain text data file (again, variable names are NOT given on the first row of the data file):
DATA:
  FILE IS “BHSEFA.csv”;

Again, the VARIABLE command is used to assign names to the variables in the data file (‘NAMES ARE’) and to indicate which variables are to be used in the current analysis (‘USEVARIABLES ARE’). Here, the variable names correspond to the numbering of the items within the BHS.
A critical, new subcommand below is ‘CATEGORICAL ARE’, which is used to tell Mplus that for this analysis, ‘ALL’ of the variables listed with USEVARIABLES are to be treated as categorical variables:
VARIABLE:
  NAMES ARE bhs2 bhs4 bhs7 bhs9 bhs11 bhs12 bhs14 bhs16
            bhs17 bhs18 bhs20 bhs1 bhs3 bhs5 bhs6 bhs8
            bhs10 bhs13 bhs15 bhs19;
  USEVARIABLES ARE ALL;
  CATEGORICAL ARE ALL;


The ANALYSIS command below indicates that two separate EFA models are to be estimated, specifically, one- and two-factor models (‘TYPE IS EFA 1 2’), because Nissim et al. (2010) considered one- and two-factor models. 
With ordinary ULS estimation, Mplus does not provide model fit statistics or residual variance estiamtes (i.e., uniquenesses); instead, ULSMV estimation is requested to obtain a certain type of robust model fit statistics (these are described briefly in Chapter 10). 
Finally, consistent with Chapter 8, oblimin rotation with weight = .5 is also requested:
ANALYSIS:
  TYPE IS EFA 1 2;
  ESTIMATOR = ULSMV;
  ROTATION = OBLIMIN (.5);

Again, the OUTPUT command is included to request that descriptive statistics (‘SAMPSTAT’) be included, which in this conext will provide polychoric correlations, among other descriptive stats:
OUTPUT:
  SAMPSTAT;

Putting it all together, the entire input script looks like this:
TITLE:  BHS EFA

DATA:
  FILE IS "BHSEFA.csv";

VARIABLE:
  NAMES ARE bhs2 bhs4 bhs7 bhs9 bhs11 bhs12 bhs14 bhs16
            bhs17 bhs18 bhs20 bhs1 bhs3 bhs5 bhs6 bhs8
            bhs10 bhs13 bhs15 bhs19;
  USEVARIABLES ARE ALL; 
  CATEGORICAL ARE ALL;

ANALYSIS:
  TYPE IS EFA 1 2;
  ESTIMATOR = ULSMV;
  ROTATION = OBLIMIN (.5);

OUTPUT:
  SAMPSTAT;

Key portions of the resulting output file are pasted below:
         ESTIMATED SAMPLE STATISTICS
           MEANS/INTERCEPTS/THRESHOLDS
              BHS2$1        BHS4$1        BHS7$1        BHS9$1        BHS11$1
              ________      ________      ________      ________      ________
      1         1.986        -0.665         0.491         1.187         0.906

           MEANS/INTERCEPTS/THRESHOLDS
              BHS12$1       BHS14$1       BHS16$1       BHS17$1       BHS18$1
              ________      ________      ________      ________      ________
      1         0.269         0.442         1.890         1.075        -0.178

           MEANS/INTERCEPTS/THRESHOLDS
              BHS20$1       BHS1$1        BHS3$1        BHS5$1        BHS6$1
              ________      ________      ________      ________      ________
      1         1.352         0.722         1.102         0.074         0.741

           MEANS/INTERCEPTS/THRESHOLDS
              BHS8$1        BHS10$1       BHS13$1       BHS15$1       BHS19$1
              ________      ________      ________      ________      ________
      1         0.299         0.952         0.118         0.593         0.863
In Mplus, the $ sign is used to refer to mean, intercept, and threshold parameters. Because the BHS items are dichotomous, each observed variable has a single threshold parameter, the estimates of which are given above; threshold parameters are explained in Chapter 8. For example, the threshold parameter estimate for BHS2 is 1.986, labeled as BHS2$1. The number 1 after the $ sign is used to indicate that this value refers to the first threshold for BHS2. Because BNHS2 is dichotomous, it only has one threshold; there is no BHS2$2.
Next, the output gives the polychoric correlations; although they are not explicitly labeled as polychoric, the user is expected to know that they are polychoric because the items were specified as categorical in the input file:
           CORRELATION MATRIX (WITH VARIANCES ON THE DIAGONAL)
              BHS2          BHS4          BHS7          BHS9          BHS11
              ________      ________      ________      ________      ________
 BHS2
 BHS4           0.197
 BHS7           0.607         0.472
 BHS9           0.715         0.586         0.625
 BHS11          0.734         0.383         0.843         0.856
 BHS12          0.535         0.541         0.561         0.808         0.666
 BHS14          0.591         0.441         0.692         0.894         0.861
 BHS16          0.338         0.254         0.322         0.775         0.683
 BHS17          0.677         0.395         0.706         0.918         0.883
 BHS18          0.380         0.627         0.694         0.667         0.692
 BHS20          0.574         0.519         0.484         0.818         0.617
 BHS1           0.550         0.196         0.764         0.623         0.778
 BHS3           0.185        -0.015         0.522         0.448         0.473
 BHS5           0.468         0.334         0.556         0.342         0.566
 BHS6           0.557         0.116         0.681         0.573         0.753
 BHS8           0.392         0.218         0.515         0.600         0.681
 BHS10          0.404         0.180         0.465         0.503         0.536
 BHS13          0.484         0.255         0.588         0.292         0.486
 BHS15          0.640         0.284         0.686         0.615         0.709
 BHS19          0.602         0.241         0.798         0.697         0.787

           CORRELATION MATRIX (WITH VARIANCES ON THE DIAGONAL)
              BHS12         BHS14         BHS16         BHS17         BHS18
              ________      ________      ________      ________      ________
 BHS14          0.758
 BHS16          0.587         0.518
 BHS17          0.846         0.785         0.739
 BHS18          0.687         0.609         0.436         0.612
 BHS20          0.745         0.708         0.827         0.915         0.458
 BHS1           0.711         0.594         0.420         0.722         0.659
 BHS3           0.331         0.372        -0.078         0.369         0.061
 BHS5           0.591         0.421         0.378         0.373         0.484
 BHS6           0.769         0.687         0.428         0.635         0.596
 BHS8           0.570         0.602         0.597         0.616         0.385
 BHS10          0.534         0.485         0.516         0.545         0.460
 BHS13          0.565         0.345         0.162         0.462         0.576
 BHS15          0.702         0.618         0.366         0.705         0.724
 BHS19          0.651         0.576         0.272         0.831         0.643

           CORRELATION MATRIX (WITH VARIANCES ON THE DIAGONAL)
              BHS20         BHS1          BHS3          BHS5          BHS6
              ________      ________      ________      ________      ________
 BHS1           0.355
 BHS3           0.148         0.650
 BHS5           0.179         0.646         0.416
 BHS6           0.365         0.848         0.552         0.760
 BHS8           0.563         0.691         0.285         0.392         0.477
 BHS10          0.485         0.460         0.285         0.421         0.474
 BHS13          0.203         0.503         0.440         0.458         0.615
 BHS15          0.535         0.819         0.579         0.581         0.776
 BHS19          0.595         0.745         0.509         0.445         0.756

           CORRELATION MATRIX (WITH VARIANCES ON THE DIAGONAL)
              BHS8          BHS10         BHS13         BHS15         BHS19
              ________      ________      ________      ________      ________
 BHS10          0.501
 BHS13          0.176         0.166
 BHS15          0.586         0.427         0.609
 BHS19          0.667         0.447         0.620         0.744
Despite the label ‘WITH VARIANCES ON THE DIAGONAL’, there are no diagonal values given because variance is technically undefined for categorical variables.
In the output above, the values in Table 8.11 can be found as the correlations among BHS1, BHS2, and BHS3.
Next, Mplus gives a set of warning messages:
WARNING:  THE BIVARIATE TABLE OF BHS4 AND BHS2 HAS AN EMPTY CELL.
Etc.
These warning messages occur because of the sparseness issue discussed at the end of Chapter 8. In particular, a few items have very low variability (i.e., very few participants endorsed these items), leading to cell frequencies = 0 in cross-tabs, or ‘bivariate table’, between these and other items. These empty cells can be problematic for the calculation of polychoric correlations.
Next, the output gives the eigenvalues of the unreduced polychoric correlation matrix, which could be copied into a spreadsheet software application to make a scree plot:
          EIGENVALUES FOR SAMPLE CORRELATION MATRIX
                  1             2             3             4             5
              ________      ________      ________      ________      ________
      1        11.652         2.165         1.310         0.968         0.789

           EIGENVALUES FOR SAMPLE CORRELATION MATRIX
                  6             7             8             9            10
              ________      ________      ________      ________      ________
      1         0.655         0.623         0.558         0.440         0.399

           EIGENVALUES FOR SAMPLE CORRELATION MATRIX
                 11            12            13            14            15
              ________      ________      ________      ________      ________
      1         0.314         0.250         0.202         0.150         0.043

           EIGENVALUES FOR SAMPLE CORRELATION MATRIX
                 16            17            18            19            20
              ________      ________      ________      ________      ________
      1         0.004        -0.040        -0.059        -0.135        -0.287

Next comes the output for the one-factor model, followed by output for the two-factor model. Although the one-factor model fits the data well, the fit of the two-factor model is even better. Chapter 8 reports results for the two-factor model.
           OBLIMIN ROTATED LOADINGS (* significant at 5% level)
                  1             2
              ________      ________
 BHS2           0.327         0.428
 BHS4           0.525*       -0.026
 BHS7           0.112         0.773*
 BHS9           0.881*        0.119
 BHS11          0.464*        0.557*
 BHS12          0.535*        0.415*
 BHS14          0.608*        0.311*
 BHS16          0.968*       -0.247
 BHS17          0.770*        0.259
 BHS18          0.342*        0.466*
 BHS20          1.124*       -0.272*
 BHS1          -0.053         0.955*
 BHS3          -0.358*        0.850*
 BHS5          -0.103         0.755*
 BHS6          -0.096         0.973*
 BHS8           0.456*        0.292
 BHS10          0.401*        0.242
 BHS13         -0.215         0.812*
 BHS15          0.052         0.844*
 BHS19          0.140         0.762*

           OBLIMIN FACTOR CORRELATIONS (* significant at 5% level)
                  1             2
              ________      ________
      1         1.000
      2         0.675*        1.000

           ESTIMATED RESIDUAL VARIANCES
              BHS2          BHS4          BHS7          BHS9          BHS11
              ________      ________      ________      ________      ________
      1         0.521         0.743         0.273         0.069         0.125

           ESTIMATED RESIDUAL VARIANCES
              BHS12         BHS14         BHS16         BHS17         BHS18
              ________      ________      ________      ________      ________
      1         0.242         0.279         0.324         0.072         0.451

           ESTIMATED RESIDUAL VARIANCES
              BHS20         BHS1          BHS3          BHS5          BHS6
              ________      ________      ________      ________      ________
      1         0.075         0.154         0.560         0.525         0.170

           ESTIMATED RESIDUAL VARIANCES
              BHS8          BHS10         BHS13         BHS15         BHS19
              ________      ________      ________      ________      ________
      1         0.526         0.649         0.531         0.225         0.257
The output above is similar, but not the same as the values reported in Table 8.12. The difference in the factor loading estimates is likely because Mplus deals with the sparseness issue differently than the ‘psych’ package of R, which was used to obtain the results reported in Chapter 8. Keep in mind that the ‘ESTIMATED RESIDUAL VARIANCES’ are the uniqueness estimates, equal to 1 minus communality. Additionally, the inter-factor correlation (0.68) is greater than that reported in Chapter 8 (r = .62).
