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[bookmark: _GoBack]R syntax and output for Chapter 8: Exploratory Factor Analysis
Much of the material in this document builds on the R syntax and output from earlier chapters. If necessary, refer back to those documents for reminders.

Begin by importing the ‘saasdat.dat’ file (for the social-anxiety/negative body image example) into R:
#setwd()
ch8data <- read.table("saasdat.dat", header=T)

Although plots of the bivariate associations among the variables are not presented until the end of the chapter (in the section on Assumptions and Diagnostics for EFA), it is good practice to examine the data graphically before fitting any factor analysis models.
The following code produces a scatterplot matrix for the nine observed variables in the social anxiety example (Figure 8.6).
The 'scatterplotMatrix' function used below is part of the 'car' package:
library(car)
scatterplotMatrix(ch8data, smoother=F, reg.line=F, col="black")
[image: ch8_files/figure-docx/unnamed-chunk-2-1.png]
Many of the same options available with the 'scatterplot' function used in previous chapters are also available with 'scatterplotMatrix' (e.g., LOWESS curves).
The diagonal plots in the scatterplot matrix are kernel density estimates by default. The diagonals can be histograms instead, as follows:
scatterplotMatrix(ch8data, smoother=F, reg.line=F, col="black", diagonal = 'hist')
[image: ch8_files/figure-docx/unnamed-chunk-3-1.png]
As explained in the chapter, a few of the scatterplots in the scatterplot matrix above seem to depict non-linear associations.
In particular, the association between SPS and SPAS seems non-linear; as shown in Figure 8.7, if the data are transformed to ranks, though, the pattern better approximates a linear association:
plot(ch8data$SPAS~ch8data$SPS, xlab='SPS', ylab='SPAS')
[image: ch8_files/figure-docx/unnamed-chunk-4-1.png]
plot(rank(ch8data$SPAS)~rank(ch8data$SPS), xlab='rank(SPS)', ylab='rank(SPAS)')
[image: ch8_files/figure-docx/unnamed-chunk-4-2.png]
Next, obtain the correlations reported in Table 8.1:
cor(ch8data, use="complete.obs")
##              BFNE       SIAS        SPS       SPAS        BIQ        ASI
## BFNE    1.0000000  0.7104779  0.6735280  0.6130940  0.6396733  0.5332789
## SIAS    0.7104779  1.0000000  0.8031380  0.4601799  0.4847555  0.3251174
## SPS     0.6735280  0.8031380  1.0000000  0.4551282  0.4143057  0.4552828
## SPAS    0.6130940  0.4601799  0.4551282  1.0000000  0.6281804  0.4949886
## BIQ     0.6396733  0.4847555  0.4143057  0.6281804  1.0000000  0.5927788
## ASI     0.5332789  0.3251174  0.4552828  0.4949886  0.5927788  1.0000000
## APEVAL -0.5080165 -0.4499968 -0.4002273 -0.7786120 -0.5299369 -0.3422407
## OWPRE   0.3901991  0.3048149  0.3716077  0.5934002  0.4698797  0.4304520
## SAAS    0.8147172  0.7596721  0.7725470  0.5885544  0.5763725  0.4777224
##            APEVAL      OWPRE       SAAS
## BFNE   -0.5080165  0.3901991  0.8147172
## SIAS   -0.4499968  0.3048149  0.7596721
## SPS    -0.4002273  0.3716077  0.7725470
## SPAS   -0.7786120  0.5934002  0.5885544
## BIQ    -0.5299369  0.4698797  0.5763725
## ASI    -0.3422407  0.4304520  0.4777224
## APEVAL  1.0000000 -0.4322959 -0.5539804
## OWPRE  -0.4322959  1.0000000  0.3671905
## SAAS   -0.5539804  0.3671905  1.0000000
Above, the 'use="complete.obs"' option is included because there is one case with missing a value for the 'APEVAL' variable.
By default, the 'cor' function outputs Pearson product-moment correlations. Spearman correlations can be obtained instead with the 'method=' argument:
cor(ch8data, method='spearman', use="complete.obs")
##              BFNE       SIAS        SPS       SPAS        BIQ        ASI
## BFNE    1.0000000  0.7348085  0.7144388  0.6168622  0.5307218  0.4556856
## SIAS    0.7348085  1.0000000  0.8078004  0.5034361  0.4681971  0.3025203
## SPS     0.7144388  0.8078004  1.0000000  0.5624242  0.3898680  0.3880049
## SPAS    0.6168622  0.5034361  0.5624242  1.0000000  0.6413410  0.4769168
## BIQ     0.5307218  0.4681971  0.3898680  0.6413410  1.0000000  0.5187050
## ASI     0.4556856  0.3025203  0.3880049  0.4769168  0.5187050  1.0000000
## APEVAL -0.4170895 -0.4589987 -0.4000763 -0.7586514 -0.5500815 -0.3302829
## OWPRE   0.3430967  0.3416417  0.3745553  0.5971523  0.4633586  0.3556736
## SAAS    0.8174329  0.7507468  0.7587059  0.6754308  0.5338031  0.3905537
##            APEVAL      OWPRE       SAAS
## BFNE   -0.4170895  0.3430967  0.8174329
## SIAS   -0.4589987  0.3416417  0.7507468
## SPS    -0.4000763  0.3745553  0.7587059
## SPAS   -0.7586514  0.5971523  0.6754308
## BIQ    -0.5500815  0.4633586  0.5338031
## ASI    -0.3302829  0.3556736  0.3905537
## APEVAL  1.0000000 -0.4390034 -0.5351144
## OWPRE  -0.4390034  1.0000000  0.3759644
## SAAS   -0.5351144  0.3759644  1.0000000
As suggested by the scatterplots earlier, whereas the Pearson product-moment correlation between SPS and SPAS is .455, above we see that the Spearman correlation is stronger, .562.

Two-factor model estimation
A comprehensive set of EFA functions and options is available in the 'psych' package (note that it is necessary also to have the 'GPArotation' package installed):
library(psych)
'fa' is the primary EFA function in 'psych'.
Below, 'fa' is used to estimate a two-factor model for the social anxiety data.
It is always necessary to use the 'nfactors=' argument.
By default, the model is estimated using ULS (which is referred to as 'minres').
Also, with more than one factor in the model, the factor loading matrix is rotated using 'oblimin' by default (alternative rotations are shown later).
Below, the estimated model is saved in an object called 'twoFmod':
twoFmod <- fa(ch8data, nfactors=2)
## Loading required namespace: GPArotation
A reasonably comprehensive summary of the results is obtained simply by calling the object name:
twoFmod
## Factor Analysis using method =  minres
## Call: fa(r = ch8data, nfactors = 2)
## Standardized loadings (pattern matrix) based upon correlation matrix
##          MR1   MR2   h2   u2 com
## BFNE    0.69  0.24 0.74 0.26 1.2
## SIAS    0.92 -0.07 0.76 0.24 1.0
## SPS     0.92 -0.08 0.76 0.24 1.0
## SPAS   -0.03  0.96 0.88 0.12 1.0
## BIQ     0.24  0.55 0.52 0.48 1.4
## ASI     0.26  0.39 0.35 0.65 1.7
## APEVAL -0.02 -0.79 0.64 0.36 1.0
## OWPRE   0.01  0.61 0.38 0.62 1.0
## SAAS    0.81  0.14 0.82 0.18 1.1
## 
##                        MR1  MR2
## SS loadings           3.18 2.68
## Proportion Var        0.35 0.30
## Cumulative Var        0.35 0.65
## Proportion Explained  0.54 0.46
## Cumulative Proportion 0.54 1.00
## 
##  With factor correlations of 
##      MR1  MR2
## MR1 1.00 0.63
## MR2 0.63 1.00
## 
## Mean item complexity =  1.2
## Test of the hypothesis that 2 factors are sufficient.
## 
## The degrees of freedom for the null model are  36  and the objective function was  6.59 with Chi Square of  686.39
## The degrees of freedom for the model are 19  and the objective function was  0.56 
## 
## The root mean square of the residuals (RMSR) is  0.05 
## The df corrected root mean square of the residuals is  0.07 
## 
## The harmonic number of observations is  109 with the empirical chi square  19.82  with prob <  0.41 
## The total number of observations was  109  with Likelihood Chi Square =  57.99  with prob <  8e-06 
## 
## Tucker Lewis Index of factoring reliability =  0.885
## RMSEA index =  0.019  and the 90 % confidence intervals are  0.019 0.178
## BIC =  -31.14
## Fit based upon off diagonal values = 0.99
## Measures of factor score adequacy             
##                                                 MR1  MR2
## Correlation of scores with factors             0.96 0.96
## Multiple R square of scores with factors       0.93 0.92
## Minimum correlation of possible factor scores  0.86 0.85
The top of the output above gives the estimated factor loadings under column headings 'MR1' and 'MR2', where "MR" stands for 'minres'. The values in these columns give the factor loading matrix reported in Table 8.2 (also Table 8.7).
The communality estimates (i.e., "final" communalities) are listed under 'h2' whereas the uniqueness estimates are listed under 'u2'.
Under "With factor correlations of" we see that the correlation between the two factors is .63.
Regarding model fit, the output reports that RMSR = .05 and RMSEA = .143.
The 'twoFmod' object created above contains the residual correlation matrix of the two-factor model. These can be viewed by calling 'twoFmod$residual':
twoFmod$residual
##                BFNE         SIAS          SPS         SPAS           BIQ
## BFNE    0.256413223 -0.013147854 -0.045278448 -0.005505835  0.0662048436
## SIAS   -0.013147854  0.236716232  0.040083808  0.005269758 -0.0042508997
## SPS    -0.045278448  0.040083808  0.242486853  0.009956422 -0.0671715226
## SPAS   -0.005505835  0.005269758  0.009956422  0.117684213 -0.0232688443
## BIQ     0.066204844 -0.004250900 -0.067171523 -0.023268844  0.4751895738
## ASI     0.052566296 -0.094032902  0.036512699 -0.019778340  0.1665900778
## APEVAL  0.041947352 -0.032749828  0.009320774 -0.027500069  0.0334157719
## OWPRE  -0.030520416 -0.007134233  0.056033856  0.011895636  0.0337699065
## SAAS    0.036729596 -0.016889066 -0.003391987 -0.005692022  0.0008827068
##                 ASI       APEVAL        OWPRE          SAAS
## BFNE    0.052566296  0.041947352 -0.030520416  0.0367295963
## SIAS   -0.094032902 -0.032749828 -0.007134233 -0.0168890659
## SPS     0.036512699  0.009320774  0.056033856 -0.0033919874
## SPAS   -0.019778340 -0.027500069  0.011895636 -0.0056920223
## BIQ     0.166590078  0.033415772  0.033769906  0.0008827068
## ASI     0.652963804  0.104837212  0.090643687 -0.0065153363
## APEVAL  0.104837212  0.358824781  0.061363498 -0.0216589825
## OWPRE   0.090643687  0.061363498  0.619905015 -0.0346843948
## SAAS   -0.006515336 -0.021658983 -0.034684395  0.1790309885
The values output by the code above match those in Table 8.4.
The two-factor model can instead be estimated using maximum likelihood with the 'fm='ml'' argument:
twoFmodML <- fa(ch8data, nfactors=2, fm='ml')
twoFmodML
## Factor Analysis using method =  ml
## Call: fa(r = ch8data, nfactors = 2, fm = "ml")
## Standardized loadings (pattern matrix) based upon correlation matrix
##          ML1   ML2   h2    u2 com
## BFNE    0.71  0.21 0.74 0.256 1.2
## SIAS    0.91 -0.07 0.75 0.245 1.0
## SPS     0.91 -0.08 0.75 0.252 1.0
## SPAS   -0.04  0.98 0.92 0.079 1.0
## BIQ     0.28  0.50 0.51 0.494 1.6
## ASI     0.29  0.36 0.34 0.665 1.9
## APEVAL -0.04 -0.77 0.64 0.358 1.0
## OWPRE   0.03  0.59 0.37 0.628 1.0
## SAAS    0.83  0.12 0.83 0.171 1.0
## 
##                        ML1  ML2
## SS loadings           3.26 2.59
## Proportion Var        0.36 0.29
## Cumulative Var        0.36 0.65
## Proportion Explained  0.56 0.44
## Cumulative Proportion 0.56 1.00
## 
##  With factor correlations of 
##      ML1  ML2
## ML1 1.00 0.62
## ML2 0.62 1.00
## 
## Mean item complexity =  1.2
## Test of the hypothesis that 2 factors are sufficient.
## 
## The degrees of freedom for the null model are  36  and the objective function was  6.59 with Chi Square of  686.39
## The degrees of freedom for the model are 19  and the objective function was  0.56 
## 
## The root mean square of the residuals (RMSR) is  0.05 
## The df corrected root mean square of the residuals is  0.07 
## 
## The harmonic number of observations is  109 with the empirical chi square  21  with prob <  0.34 
## The total number of observations was  109  with Likelihood Chi Square =  57.55  with prob <  9.4e-06 
## 
## Tucker Lewis Index of factoring reliability =  0.886
## RMSEA index =  0.019  and the 90 % confidence intervals are  0.019 0.178
## BIC =  -31.59
## Fit based upon off diagonal values = 0.99
## Measures of factor score adequacy             
##                                                 ML1  ML2
## Correlation of scores with factors             0.97 0.97
## Multiple R square of scores with factors       0.93 0.94
## Minimum correlation of possible factor scores  0.86 0.88
The output above is very similar, but not identical, to that obtained with the default ULS estimation.

Determining the optimal number of common factors
Scree plot
The 'psych' package contains a 'scree' function for creating a scree plot.
By default, the 'scree' function plots the eigenvalues of both the unreduced correlation matrix and the reduced correlation matrix. The communalities for the reduced correlation matrix are based on a one-factor model estimated with ULS.
Below, the 'pc=F' argument prevents eigenvalues of the unreduced correlation matrix from being plotted.
The 'hline=-1' argument prevens a horizontal reference line from being drawn (by default, a horizontal line is drawn at eigenvlue=1):
scree(ch8data, pc=F, hline=-1)
[image: ch8_files/figure-docx/unnamed-chunk-12-1.png]
The scree plot in Figure 8.1 was created slightly differently.
First, a one-factor model was estimated using ULS:
oneFmod <- fa(ch8data, nfactors=1)
The 'oneFmod' object created above contains the eigenvalues of a reduced correlation matrix with communalities based on this one-factor model; these eigenvalues were plotted to create Figure 8.1 (the 'type=b' argument asks that both points and lines be plotted):
plot(oneFmod$values, type='b', ylab='Eigenvalues of reduced correlation matrix', xlab='Eigenvalue rank')
[image: ch8_files/figure-docx/unnamed-chunk-14-1.png]
Parallel analysis
The 'fa.parallel' function of the 'psych' package automates parallel analysis.
By default, 'fa.parallel' conducts parallel analysis for both exploratory factor analysis (based on reduced correlation matrices with communalities based on a one-factor model) and principal componenents (based on unreduced correlation matrices). The 'fa='fa'' argument suppresses the principal components parallel analysis:
fa.parallel(ch8data, fa='fa')
[image: ch8_files/figure-docx/unnamed-chunk-15-1.png]
## Parallel analysis suggests that the number of factors =  2  and the number of components =  NA
Notice that the output printed to the console window explicitly specifies that the number of factors = 2, based on this parallel analysis.
By default, the number of factors is based on a comparison with the mean eigenvalues of the simulated correlation matrices. The 'quant' argument can be used to specify the quantile of the eigenvalues (e.g., 95th percentile) from the random correlation matrices to be used for comparison with the observed eigenvalues:
fa.parallel(ch8data, fa='fa', quant=.95)
[image: ch8_files/figure-docx/unnamed-chunk-16-1.png]
## Parallel analysis suggests that the number of factors =  2  and the number of components =  NA
As reported in Chapter 8, the number of factors = 2 also based on comparison with the 95th percentile of the random correlation matrices.

Factor rotation
The two-factor model estimated above was based on the default oblimin rotation of the 'fa' function, which uses an oblimin weight=0.
As reported in Chapter 8, oblimin rotation with oblimin weight=0 is equivalent to direct quartimin rotation. This equivalency is illustrated below using the 'rotate=quartimin' option:
twoFmodQuart <- fa(ch8data, nfactors=2, rotate='quartimin')
twoFmodQuart
## Factor Analysis using method =  minres
## Call: fa(r = ch8data, nfactors = 2, rotate = "quartimin")
## Standardized loadings (pattern matrix) based upon correlation matrix
##          MR1   MR2   h2   u2 com
## BFNE    0.69  0.24 0.74 0.26 1.2
## SIAS    0.92 -0.07 0.76 0.24 1.0
## SPS     0.92 -0.08 0.76 0.24 1.0
## SPAS   -0.03  0.96 0.88 0.12 1.0
## BIQ     0.24  0.55 0.52 0.48 1.4
## ASI     0.26  0.39 0.35 0.65 1.7
## APEVAL -0.02 -0.79 0.64 0.36 1.0
## OWPRE   0.01  0.61 0.38 0.62 1.0
## SAAS    0.81  0.14 0.82 0.18 1.1
## 
##                        MR1  MR2
## SS loadings           3.18 2.68
## Proportion Var        0.35 0.30
## Cumulative Var        0.35 0.65
## Proportion Explained  0.54 0.46
## Cumulative Proportion 0.54 1.00
## 
##  With factor correlations of 
##      MR1  MR2
## MR1 1.00 0.63
## MR2 0.63 1.00
## 
## Mean item complexity =  1.2
## Test of the hypothesis that 2 factors are sufficient.
## 
## The degrees of freedom for the null model are  36  and the objective function was  6.59 with Chi Square of  686.39
## The degrees of freedom for the model are 19  and the objective function was  0.56 
## 
## The root mean square of the residuals (RMSR) is  0.05 
## The df corrected root mean square of the residuals is  0.07 
## 
## The harmonic number of observations is  109 with the empirical chi square  19.82  with prob <  0.41 
## The total number of observations was  109  with Likelihood Chi Square =  57.99  with prob <  8e-06 
## 
## Tucker Lewis Index of factoring reliability =  0.885
## RMSEA index =  0.019  and the 90 % confidence intervals are  0.019 0.178
## BIC =  -31.14
## Fit based upon off diagonal values = 0.99
## Measures of factor score adequacy             
##                                                 MR1  MR2
## Correlation of scores with factors             0.96 0.96
## Multiple R square of scores with factors       0.93 0.92
## Minimum correlation of possible factor scores  0.86 0.85
In the output above, notice that the estimated factor loadings are identical to those obtained earlier with the default oblimin rotation. Additionally, the communalities and model fit stats are identical those obtained earlier.
Next, the oblimin weight can be changed using the 'gam=' argument:
twoFmod.5 <- fa(ch8data, nfactors=2, gam=.5)
## Warning in fac(r = r, nfactors = nfactors, n.obs = n.obs, rotate =
## rotate, : A Heywood case was detected. Examine the loadings carefully.
twoFmod.5
## Factor Analysis using method =  minres
## Call: fa(r = ch8data, nfactors = 2, gam = 0.5)
## 
##  Warning: A Heywood case was detected. 
## Standardized loadings (pattern matrix) based upon correlation matrix
##          MR1   MR2   h2   u2 com
## BFNE    0.72  0.17 0.74 0.26 1.1
## SIAS    1.04 -0.22 0.76 0.24 1.1
## SPS     1.04 -0.24 0.76 0.24 1.1
## SPAS   -0.23  1.11 0.88 0.12 1.1
## BIQ     0.16  0.59 0.52 0.48 1.1
## ASI     0.21  0.41 0.35 0.65 1.5
## APEVAL  0.13 -0.90 0.64 0.36 1.0
## OWPRE  -0.11  0.70 0.38 0.62 1.0
## SAAS    0.88  0.04 0.82 0.18 1.0
## 
##                        MR1  MR2
## SS loadings           3.14 2.72
## Proportion Var        0.35 0.30
## Cumulative Var        0.35 0.65
## Proportion Explained  0.54 0.46
## Cumulative Proportion 0.54 1.00
## 
##  With factor correlations of 
##      MR1  MR2
## MR1 1.00 0.78
## MR2 0.78 1.00
## 
## Mean item complexity =  1.1
## Test of the hypothesis that 2 factors are sufficient.
## 
## The degrees of freedom for the null model are  36  and the objective function was  6.59 with Chi Square of  686.39
## The degrees of freedom for the model are 19  and the objective function was  0.56 
## 
## The root mean square of the residuals (RMSR) is  0.05 
## The df corrected root mean square of the residuals is  0.07 
## 
## The harmonic number of observations is  109 with the empirical chi square  19.82  with prob <  0.41 
## The total number of observations was  109  with Likelihood Chi Square =  57.99  with prob <  8e-06 
## 
## Tucker Lewis Index of factoring reliability =  0.885
## RMSEA index =  0.019  and the 90 % confidence intervals are  0.019 0.178
## BIC =  -31.14
## Fit based upon off diagonal values = 0.99
## Measures of factor score adequacy             
##                                                 MR1  MR2
## Correlation of scores with factors             0.97 0.97
## Multiple R square of scores with factors       0.94 0.94
## Minimum correlation of possible factor scores  0.88 0.87
The output above gives the estimated factor loadings (and interfactor correlation) reported in Table 8.8.
This rotation produces a warning message about a "Heywood case" because there are factor loading estimates > 1.0. Recall, however, that factor loadings are partial regression coefficients and as such they may exceed 1.0. Thus, these loadings > 1.0 are of no concern (in fact, these large loadings aid interpretation).
Legitimate Heywood cases occur when an estimated communality estimate exceeds 1.0 (or, equivalently, when a uniqueness estimate is negative). This situation represents an improper solution and requires model modification (e.g., decreasing the number of factors, removing or transforming problematic variables).
In the output above, all communality and uniqueness estimates are within legal bounds (and, as explained before, are the same as those obtained with the original oblimin rotation). Furthermore, the inter-factor correlation (0.78) is properly between -1 and +1. Therefore, the output above represents a proper solution and the warning message about a Heywood case may be ignored.

Additional models for social-anxiety data
One-factor model (ULS estimation):
oneFmod <- fa(ch8data, nfactors=1)
oneFmod
## Factor Analysis using method =  minres
## Call: fa(r = ch8data, nfactors = 1)
## Standardized loadings (pattern matrix) based upon correlation matrix
##          MR1   h2   u2 com
## BFNE    0.88 0.77 0.23   1
## SIAS    0.80 0.64 0.36   1
## SPS     0.79 0.63 0.37   1
## SPAS    0.72 0.52 0.48   1
## BIQ     0.70 0.49 0.51   1
## ASI     0.59 0.35 0.65   1
## APEVAL -0.65 0.42 0.58   1
## OWPRE   0.51 0.26 0.74   1
## SAAS    0.90 0.80 0.20   1
## 
##                 MR1
## SS loadings    4.88
## Proportion Var 0.54
## 
## Mean item complexity =  1
## Test of the hypothesis that 1 factor is sufficient.
## 
## The degrees of freedom for the null model are  36  and the objective function was  6.59 with Chi Square of  686.39
## The degrees of freedom for the model are 27  and the objective function was  1.57 
## 
## The root mean square of the residuals (RMSR) is  0.11 
## The df corrected root mean square of the residuals is  0.12 
## 
## The harmonic number of observations is  109 with the empirical chi square  88.43  with prob <  1.9e-08 
## The total number of observations was  109  with Likelihood Chi Square =  162.22  with prob <  3e-21 
## 
## Tucker Lewis Index of factoring reliability =  0.721
## RMSEA index =  0.046  and the 90 % confidence intervals are  0.046 0.247
## BIC =  35.55
## Fit based upon off diagonal values = 0.96
## Measures of factor score adequacy             
##                                                 MR1
## Correlation of scores with factors             0.97
## Multiple R square of scores with factors       0.94
## Minimum correlation of possible factor scores  0.87
The output above gives the factor loading and communality estimates reported in Table 8.9.
Three-factor model (ULS estimation):
threeFmod <- fa(ch8data, nfactors=3)
threeFmod
## Factor Analysis using method =  minres
## Call: fa(r = ch8data, nfactors = 3)
## Standardized loadings (pattern matrix) based upon correlation matrix
##          MR1   MR2   MR3   h2    u2 com
## BFNE    0.64  0.15  0.21 0.75 0.253 1.3
## SIAS    0.96 -0.01 -0.12 0.81 0.186 1.0
## SPS     0.88 -0.08  0.07 0.76 0.244 1.0
## SPAS   -0.03  0.95  0.06 0.92 0.077 1.0
## BIQ     0.17  0.33  0.40 0.58 0.420 2.3
## ASI     0.05  0.00  0.84 0.75 0.249 1.0
## APEVAL -0.09 -0.83  0.12 0.68 0.323 1.1
## OWPRE  -0.02  0.48  0.24 0.39 0.607 1.5
## SAAS    0.78  0.12  0.08 0.81 0.189 1.1
## 
##                        MR1  MR2  MR3
## SS loadings           2.98 2.21 1.26
## Proportion Var        0.33 0.25 0.14
## Cumulative Var        0.33 0.58 0.72
## Proportion Explained  0.46 0.34 0.20
## Cumulative Proportion 0.46 0.80 1.00
## 
##  With factor correlations of 
##      MR1  MR2  MR3
## MR1 1.00 0.59 0.49
## MR2 0.59 1.00 0.54
## MR3 0.49 0.54 1.00
## 
## Mean item complexity =  1.3
## Test of the hypothesis that 3 factors are sufficient.
## 
## The degrees of freedom for the null model are  36  and the objective function was  6.59 with Chi Square of  686.39
## The degrees of freedom for the model are 12  and the objective function was  0.29 
## 
## The root mean square of the residuals (RMSR) is  0.03 
## The df corrected root mean square of the residuals is  0.04 
## 
## The harmonic number of observations is  109 with the empirical chi square  5.09  with prob <  0.95 
## The total number of observations was  109  with Likelihood Chi Square =  29.81  with prob <  0.003 
## 
## Tucker Lewis Index of factoring reliability =  0.916
## RMSEA index =  0.014  and the 90 % confidence intervals are  0.014 0.17
## BIC =  -26.49
## Fit based upon off diagonal values = 1
## Measures of factor score adequacy             
##                                                 MR1  MR2  MR3
## Correlation of scores with factors             0.97 0.97 0.90
## Multiple R square of scores with factors       0.93 0.94 0.81
## Minimum correlation of possible factor scores  0.86 0.88 0.61
The output above gives the factor loading and communality estimates reported in Table 8.10.

EFA with categorical observed variables
Read the data for the 20 items of the Beck Hopelessness Scale (BHS) into R:
ch8dat2 <- read.csv("bhsefa.csv", header=FALSE)
The 'polychoric' function of the 'psych' package can be used to produce the polychoric correlations among the 20 BHS items:
polychoric(ch8dat2)
## 18 cells were adjusted for 0 values using the correction for continuity. Examine your data carefully.
## Warning in cor.smooth(mat): Matrix was not positive definite, smoothing was
## done
## Call: polychoric(x = ch8dat2)
## Polychoric correlations 
##     V1    V2    V3    V4    V5    V6    V7    V8    V9    V10  
## V1   1.00                                                      
## V2   0.24  1.00                                                
## V3   0.61  0.46  1.00                                          
## V4   0.63  0.55  0.61  1.00                                    
## V5   0.71  0.36  0.84  0.84  1.00                              
## V6   0.55  0.53  0.56  0.76  0.66  1.00                        
## V7   0.61  0.45  0.68  0.84  0.83  0.74  1.00                  
## V8   0.31  0.29  0.30  0.67  0.63  0.59  0.52  1.00            
## V9   0.66  0.39  0.69  0.88  0.84  0.81  0.76  0.70  1.00      
## V10  0.42  0.61  0.68  0.61  0.66  0.67  0.59  0.44  0.60  1.00
## V11  0.53  0.50  0.47  0.80  0.62  0.72  0.67  0.74  0.87  0.44
## V12  0.52  0.19  0.75  0.61  0.77  0.69  0.59  0.39  0.69  0.62
## V13  0.22  0.00  0.50  0.37  0.44  0.33  0.37 -0.06  0.36  0.09
## V14  0.46  0.32  0.55  0.35  0.57  0.58  0.41  0.34  0.37  0.46
## V15  0.55  0.11  0.67  0.56  0.73  0.75  0.67  0.40  0.64  0.59
## V16  0.39  0.21  0.51  0.58  0.67  0.56  0.58  0.57  0.62  0.39
## V17  0.39  0.18  0.46  0.50  0.53  0.52  0.48  0.49  0.53  0.44
## V18  0.47  0.25  0.58  0.31  0.49  0.55  0.34  0.13  0.45  0.55
## V19  0.63  0.28  0.68  0.61  0.70  0.69  0.61  0.35  0.68  0.68
## V20  0.59  0.25  0.78  0.63  0.75  0.64  0.58  0.30  0.79  0.61
##     V11   V12   V13   V14   V15   V16   V17   V18   V19   V20  
## V11  1.00                                                      
## V12  0.36  1.00                                                
## V13  0.12  0.61  1.00                                          
## V14  0.19  0.64  0.39  1.00                                    
## V15  0.36  0.82  0.54  0.75  1.00                              
## V16  0.55  0.67  0.28  0.39  0.48  1.00                        
## V17  0.48  0.46  0.27  0.42  0.47  0.49  1.00                  
## V18  0.21  0.50  0.41  0.46  0.61  0.17  0.17  1.00            
## V19  0.51  0.81  0.54  0.58  0.76  0.57  0.43  0.61  1.00      
## V20  0.55  0.73  0.50  0.42  0.72  0.63  0.44  0.60  0.73  1.00
## 
##  with tau of 
##          1
## V1   1.986
## V2  -0.665
## V3   0.491
## V4   1.187
## V5   0.906
## V6   0.269
## V7   0.442
## V8   1.890
## V9   1.075
## V10 -0.178
## V11  1.352
## V12  0.722
## V13  1.102
## V14  0.074
## V15  0.741
## V16  0.299
## V17  0.952
## V18  0.118
## V19  0.593
## V20  0.863
Table 8.11 presents the polychoric correlations among items 1, 2, and 3 of the BHS, which correspond to variables 'V12', 'V1', and 'V13', respectively, in the current data frame.
Thus, the polychoric correlations above among V12, V1, and V13 correspond to those reported in Table 8.11.
The 'tau'output gives the threshold estimates, linking the observed variables to the latent response variables.
The call to 'polychoric' above for the current data creates a set of warning messages. These can be viewed with
#warnings()
These warning messages occur because of the sparseness issue discussed at the end of Chapter 8. In particular, a few items ('V1', 'v8', and 'V11') have very low variability (i.e., very few participants endorsed these items), leading to cell frequencies = 0 in cross-tabs between these and other items. These empty cells can be problematic for the calculation of polychoric correlations. See the 'psych' documentation for details on how the 'polychoric' function handles this issue.

To make a scree plot for the BHS data, start by fitting a one-factor model to the polychoric correlation matrix by including the 'cor="poly"' argument:
bhs1f <- fa(ch8dat2, nfactors=1, cor="poly")
## 18 cells were adjusted for 0 values using the correction for continuity. Examine your data carefully.
## Warning in cor.smooth(mat): Matrix was not positive definite, smoothing was
## done
Estimating the model above produces a warning message; this message again pertains to the sparseness issue.
Analogous to how Figure 8.1 was created, the 'bhs1f' object created above contains the eigenvalues of a reduced correlation matrix with communalities based on this one-factor model. These eigenvalues can be plotted as a scree plot based on the reduced polychoric correlation matrix:
plot(bhs1f$values, type='b', ylab='Eigenvalues of reduced correlation matrix', xlab='Eigenvalue rank')
[image: ch8_files/figure-docx/unnamed-chunk-25-1.png]
The 'fa.parallel.poly' function performs parallel analysis based on polychoric correlations. The 'n.iter' argument is used below to increase the number of random correlation matrices from the default number of 10 to 25:
fa.parallel.poly(ch8dat2, fa='fa', n.iter=25)
## Warning: fa.parallel.poly is deprecated. Please use the fa.parallel
## function with the cor='poly' option.
## 
## 
##  See the graphic output for a description of the results
[image: ch8_files/figure-docx/unnamed-chunk-26-1.png]
## Parallel analysis suggests that the number of factors =  2  and the number of components =  1
As reported in the text, this parallel analysis indicates that 2 common factors are optimal for the data.
The 'psych' package documentation indicates that parallel analysis based on polychoric correlations can also be carried out using the same 'fa.parallel' function described earlier but with the 'cor="poly"' argument included:
#fa.parallel(ch8dat2, fa='fa', cor="poly", n.iter=25)
However, for reasons that aren't clear, this function seems to perform differently from 'fa.parallel.poly', instead indicating that 4 factors (or more, depending on variability in the ramdom sampling procedure) are optimal.
But, if the parallel analysis is instead based on a random resampling of the observed data (conceptually similar to bootstrapping) by using the 'sim=F' argument, then we again arrive at 2 factors:
fa.parallel(ch8dat2, fa='fa', cor="poly", n.iter=25, sim=F)
[image: ch8_files/figure-docx/unnamed-chunk-28-1.png]
## Parallel analysis suggests that the number of factors =  2  and the number of components =  NA

The final two-factor model for the BHS items, based on ULS estimation and oblimin rotation (using weight=.5), is obtained below:
bhs2f <- fa(ch8dat2, nfactors=2, gam=.5, cor='poly')
## 18 cells were adjusted for 0 values using the correction for continuity. Examine your data carefully.
## Warning in cor.smooth(mat): Matrix was not positive definite, smoothing was
## done
## Warning in fac(r = r, nfactors = nfactors, n.obs = n.obs, rotate =
## rotate, : A Heywood case was detected. Examine the loadings carefully.
bhs2f
## Factor Analysis using method =  minres
## Call: fa(r = ch8dat2, nfactors = 2, cor = "poly", gam = 0.5)
## 
##  Warning: A Heywood case was detected. 
## Standardized loadings (pattern matrix) based upon correlation matrix
##       MR1   MR2   h2   u2 com
## V1   0.45  0.34 0.51 0.49 1.9
## V2  -0.14  0.67 0.35 0.65 1.1
## V3   0.73  0.19 0.74 0.26 1.1
## V4   0.12  0.84 0.85 0.15 1.0
## V5   0.51  0.51 0.85 0.15 2.0
## V6   0.37  0.60 0.76 0.24 1.7
## V7   0.28  0.65 0.73 0.27 1.3
## V8  -0.28  0.98 0.70 0.30 1.2
## V9   0.26  0.76 0.88 0.12 1.2
## V10  0.39  0.45 0.57 0.43 2.0
## V11 -0.22  1.04 0.85 0.15 1.1
## V12  0.87  0.05 0.82 0.18 1.0
## V13  0.93 -0.41 0.56 0.44 1.4
## V14  0.76 -0.06 0.52 0.48 1.0
## V15  0.91  0.00 0.82 0.18 1.0
## V16  0.24  0.54 0.51 0.49 1.4
## V17  0.20  0.48 0.39 0.61 1.3
## V18  0.85 -0.21 0.55 0.45 1.1
## V19  0.80  0.13 0.78 0.22 1.1
## V20  0.72  0.20 0.73 0.27 1.1
## 
##                        MR1  MR2
## SS loadings           7.05 6.42
## Proportion Var        0.35 0.32
## Cumulative Var        0.35 0.67
## Proportion Explained  0.52 0.48
## Cumulative Proportion 0.52 1.00
## 
##  With factor correlations of 
##      MR1  MR2
## MR1 1.00 0.62
## MR2 0.62 1.00
## 
## Mean item complexity =  1.3
## Test of the hypothesis that 2 factors are sufficient.
## 
## The degrees of freedom for the null model are  190  and the objective function was  108.09 with Chi Square of  17456.49
## The degrees of freedom for the model are 151  and the objective function was  90.68 
## 
## The root mean square of the residuals (RMSR) is  0.07 
## The df corrected root mean square of the residuals is  0.08 
## 
## The harmonic number of observations is  170 with the empirical chi square  355.23  with prob <  1.7e-18 
## The total number of observations was  170  with Likelihood Chi Square =  14524.12  with prob <  0 
## 
## Tucker Lewis Index of factoring reliability =  -0.056
## RMSEA index =  0.563  and the 90 % confidence intervals are  0.563 0.759
## BIC =  13748.62
## Fit based upon off diagonal values = 0.98
## Measures of factor score adequacy             
##                                                MR1 MR2
## Correlation of scores with factors               1   1
## Multiple R square of scores with factors         1   1
## Minimum correlation of possible factor scores    1   1
The output above matches that reported in Table 8.12 (unfortunately, the variables are ordered differently). Additionally, the inter-factor correlation (0.62) and RMSR statistic match those reported in Chapter 8.
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