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[bookmark: _GoBack]SPSS syntax and output for Chapter 8: Exploratory Factor Analysis
Much of the material in this document builds on the SPSS syntax and output from earlier chapters. If necessary, refer back to those documents for reminders.
The exploratory factor analysis (EFA) defaults in SPSS are notoriously poor. For example, principal components analysis (which is not even a type of EFA) is the default estimation method and varimax (an orthogonal rotation) is the default rotation. Therefore, it is especially important to note the options that are specified in the EFA syntax below so that proper analysis choices are made, following those presented in Chapter 8.
Furthermore, factor analysis of polychoric correlations cannot be easily implemented in SPSS (if at all). Therefore, SPSS should only be used for EFA if the observed variables are at least approximately continuous. In other words, if the observed variables are the responses to individual items from a test or questionnaire, then SPSS should NOT be used for EFA.

Begin by importing the space-delimited ‘saasdat.dat’ file (for the social-anxiety/negative body image example) into SPSS:
GET DATA  /TYPE=TXT
  /FILE="saasdat.dat"
  /DELIMITERS=" "
  /ARRANGEMENT=DELIMITED
  /FIRSTCASE=2
  /VARIABLES=
  BFNE AUTO
  SIAS AUTO
  SPS AUTO
  SPAS AUTO
  BIQ AUTO
  ASI AUTO
  APEVAL AUTO
  OWPRE AUTO
  SAAS AUTO
  /MAP.

Although plots of the bivariate associations among the variables are not presented until the end of the chapter (in the section on Assumptions and Diagnostics for EFA), it is good practice to examine the data graphically before fitting any factor analysis models.
The following code produces a scatterplot matrix for the nine observed variables in the social anxiety example (Figure 8.6):
GRAPH
  /SCATTERPLOT(MATRIX)= BFNE SIAS SPS SPAS BIQ ASI APEVAL OWPRE SAAS.

[image: ]
As explained in the chapter, a few of the scatterplots in the scatterplot matrix above seem to depict non-linear associations.
In particular, the association between SPS and SPAS seems non-linear:
GRAPH
  /SCATTERPLOT SPS WITH SPAS.

[image: ]
As shown in Figure 8.7, if the data are transformed to ranks, though, the pattern better approximates a linear association:
RANK VARIABLES=SPS SPAS (A)
  /RANK
  /PRINT=NO
  /TIES=MEAN.
The code above creates new variables called ‘RSPS’ and ‘RSPAS’, which are the ranked versions of ‘SPS’ and ‘SPAS’, respectively, which can then be plotted:
GRAPH
  /SCATTERPLOT RSPS WITH RSPAS.

[image: ]



Next, obtain the correlations reported in Table 8.1:
CORRELATIONS
  /VARIABLES=ALL.

	Correlations

	
	BFNE
	SIAS
	SPS
	SPAS
	BIQ
	ASI
	APEVAL
	OWPRE
	SAAS

	BFNE
	Pearson Correlation
	1
	.710
	.673
	.613
	.639
	.534
	-.508
	.391
	.814

	
	Sig. (2-tailed)
	
	.000
	.000
	.000
	.000
	.000
	.000
	.000
	.000

	
	N
	109
	109
	109
	109
	109
	109
	108
	109
	109

	SIAS
	Pearson Correlation
	.710
	1
	.800
	.460
	.483
	.329
	-.450
	.312
	.761

	
	Sig. (2-tailed)
	.000
	
	.000
	.000
	.000
	.000
	.000
	.001
	.000

	
	N
	109
	109
	109
	109
	109
	109
	108
	109
	109

	SPS
	Pearson Correlation
	.673
	.800
	1
	.455
	.414
	.454
	-.400
	.369
	.770

	
	Sig. (2-tailed)
	.000
	.000
	
	.000
	.000
	.000
	.000
	.000
	.000

	
	N
	109
	109
	109
	109
	109
	109
	108
	109
	109

	SPAS
	Pearson Correlation
	.613
	.460
	.455
	1
	.628
	.495
	-.779
	.590
	.588

	
	Sig. (2-tailed)
	.000
	.000
	.000
	
	.000
	.000
	.000
	.000
	.000

	
	N
	109
	109
	109
	109
	109
	109
	108
	109
	109

	BIQ
	Pearson Correlation
	.639
	.483
	.414
	.628
	1
	.592
	-.530
	.467
	.575

	
	Sig. (2-tailed)
	.000
	.000
	.000
	.000
	
	.000
	.000
	.000
	.000

	
	N
	109
	109
	109
	109
	109
	109
	108
	109
	109

	ASI
	Pearson Correlation
	.534
	.329
	.454
	.495
	.592
	1
	-.342
	.434
	.480

	
	Sig. (2-tailed)
	.000
	.000
	.000
	.000
	.000
	
	.000
	.000
	.000

	
	N
	109
	109
	109
	109
	109
	109
	108
	109
	109

	APEVAL
	Pearson Correlation
	-.508
	-.450
	-.400
	-.779
	-.530
	-.342
	1
	-.432
	-.554

	
	Sig. (2-tailed)
	.000
	.000
	.000
	.000
	.000
	.000
	
	.000
	.000

	
	N
	108
	108
	108
	108
	108
	108
	108
	108
	108

	OWPRE
	Pearson Correlation
	.391
	.312
	.369
	.590
	.467
	.434
	-.432
	1
	.373

	
	Sig. (2-tailed)
	.000
	.001
	.000
	.000
	.000
	.000
	.000
	
	.000

	
	N
	109
	109
	109
	109
	109
	109
	108
	109
	109

	SAAS
	Pearson Correlation
	.814
	.761
	.770
	.588
	.575
	.480
	-.554
	.373
	1

	
	Sig. (2-tailed)
	.000
	.000
	.000
	.000
	.000
	.000
	.000
	.000
	

	
	N
	109
	109
	109
	109
	109
	109
	108
	109
	109



By default, the CORRELATIONS command outputs Pearson product-moment correlations. Spearman correlations can be obtained instead with the NONPAR CORR command along with the /PRINT=SPEARMAN option:

NONPAR CORR
  /VARIABLES=ALL
  /PRINT=SPEARMAN.

	Correlations

	
	BFNE
	SIAS
	SPS
	SPAS
	BIQ
	ASI
	APEVAL
	OWPRE
	SAAS

	Spearman's rho
	BFNE
	Correlation Coefficient
	1.000
	.733
	.712
	.615
	.529
	.455
	-.417
	.342
	.816

	
	
	Sig. (2-tailed)
	.
	.000
	.000
	.000
	.000
	.000
	.000
	.000
	.000

	
	
	N
	109
	109
	109
	109
	109
	109
	108
	109
	109

	
	SIAS
	Correlation Coefficient
	.733
	1.000
	.800
	.504
	.463
	.308
	-.459
	.350
	.753

	
	
	Sig. (2-tailed)
	.000
	.
	.000
	.000
	.000
	.001
	.000
	.000
	.000

	
	
	N
	109
	109
	109
	109
	109
	109
	108
	109
	109

	
	SPS
	Correlation Coefficient
	.712
	.800
	1.000
	.561
	.393
	.385
	-.400
	.367
	.751

	
	
	Sig. (2-tailed)
	.000
	.000
	.
	.000
	.000
	.000
	.000
	.000
	.000

	
	
	N
	109
	109
	109
	109
	109
	109
	108
	109
	109

	
	SPAS
	Correlation Coefficient
	.615
	.504
	.561
	1.000
	.640
	.479
	-.759
	.595
	.675

	
	
	Sig. (2-tailed)
	.000
	.000
	.000
	.
	.000
	.000
	.000
	.000
	.000

	
	
	N
	109
	109
	109
	109
	109
	109
	108
	109
	109

	
	BIQ
	Correlation Coefficient
	.529
	.463
	.393
	.640
	1.000
	.517
	-.550
	.454
	.528

	
	
	Sig. (2-tailed)
	.000
	.000
	.000
	.000
	.
	.000
	.000
	.000
	.000

	
	
	N
	109
	109
	109
	109
	109
	109
	108
	109
	109

	
	ASI
	Correlation Coefficient
	.455
	.308
	.385
	.479
	.517
	1.000
	-.330
	.364
	.396

	
	
	Sig. (2-tailed)
	.000
	.001
	.000
	.000
	.000
	.
	.000
	.000
	.000

	
	
	N
	109
	109
	109
	109
	109
	109
	108
	109
	109

	
	APEVAL
	Correlation Coefficient
	-.417
	-.459
	-.400
	-.759
	-.550
	-.330
	1.000
	-.439
	-.535

	
	
	Sig. (2-tailed)
	.000
	.000
	.000
	.000
	.000
	.000
	.
	.000
	.000

	
	
	N
	108
	108
	108
	108
	108
	108
	108
	108
	108

	
	OWPRE
	Correlation Coefficient
	.342
	.350
	.367
	.595
	.454
	.364
	-.439
	1.000
	.384

	
	
	Sig. (2-tailed)
	.000
	.000
	.000
	.000
	.000
	.000
	.000
	.
	.000

	
	
	N
	109
	109
	109
	109
	109
	109
	108
	109
	109

	
	SAAS
	Correlation Coefficient
	.816
	.753
	.751
	.675
	.528
	.396
	-.535
	.384
	1.000

	
	
	Sig. (2-tailed)
	.000
	.000
	.000
	.000
	.000
	.000
	.000
	.000
	.

	
	
	N
	109
	109
	109
	109
	109
	109
	108
	109
	109


As suggested by the scatterplots earlier, whereas the Pearson product-moment correlation between SPS and SPAS is .455, above we see that the Spearman correlation is stronger, .561.

Two-factor model estimation
EFA can be carried out in SPSS using the FACTOR command.
Below, FACTOR is used to estimate a two-factor model for the social anxiety data using unweighted least squares estimation with oblimin rotation.
To override the imprudent defaults in SPSS, it is critical to specify the number of factors for the model (/CRITERIA FACTORS(2)), a reasonable estimation method (/EXTRACTION ULS), and (unless there is only one factor) the rotation method (/ROTATION OBLIMIN). Furthermore, the /PRINT EXTRACTION ROTATION subcommand ensures that the output will include the final communality estimates and the rotated factor pattern while the /PLOT EIGEN subcommand produces a scree plot:

FACTOR
  /VARIABLES BFNE SIAS SPS SPAS BIQ ASI APEVAL OWPRE SAAS
  /PRINT EXTRACTION ROTATION
  /PLOT EIGEN
  /CRITERIA FACTORS(2)
  /EXTRACTION ULS
  /ROTATION OBLIMIN.

Output:

	Factor Matrixa

	
	Factor

	
	1
	2

	BFNE
	.851
	.140

	SIAS
	.776
	.412

	SPS
	.775
	.396

	SPAS
	.811
	-.459

	BIQ
	.729
	-.214

	ASI
	.601
	-.140

	APEVAL
	-.681
	.285

	OWPRE
	.553
	-.292

	SAAS
	.872
	.256

	Extraction Method: Unweighted Least Squares.

	a. 2 factors extracted. 6 iterations required.



This ‘Factor Matrix’ displays the UN-rotated factor loading matrix. In most situations, the unrotated factor loadings should be ignored, but for academic purposes, the results above are similar (but not identical) to the results in Table 8.6 (the differences are likely due to different optimization defaults for ULS estimation in SPSS vs. the ‘fa’ function of the ‘psych’ package in R).

	Communalities

	
	Extraction

	BFNE
	.744

	SIAS
	.771

	SPS
	.757

	SPAS
	.868

	BIQ
	.578

	ASI
	.381

	APEVAL
	.545

	OWPRE
	.392

	SAAS
	.826

	Extraction Method: Unweighted Least Squares.


These are the final communality estimates; ‘Extraction’ refers to communalities based on the final factor model. By default, SPSS prints the initial communality estimates, but the syntax used above supresses the inclusion of initial communalities.

	Total Variance Explained

	Factor
	Extraction Sums of Squared Loadings
	Rotation Sums of Squared Loadingsa

	
	Total
	% of Variance
	Cumulative %
	Total

	1
	5.008
	55.642
	55.642
	4.279

	2
	.854
	9.489
	65.131
	4.290

	Extraction Method: Unweighted Least Squares.

	a. When factors are correlated, sums of squared loadings cannot be added to obtain a total variance.



	Pattern Matrixa

	
	Factor

	
	1
	2

	BFNE
	.298
	.638

	SIAS
	-.068
	.921

	SPS
	-.050
	.902

	SPAS
	.995
	-.101

	BIQ
	.656
	.146

	ASI
	.498
	.164

	APEVAL
	-.715
	-.034

	OWPRE
	.654
	-.045

	SAAS
	.172
	.787

	Extraction Method: Unweighted Least Squares. 
 Rotation Method: Oblimin with Kaiser Normalization.

	a. Rotation converged in 7 iterations.


The ‘Pattern Matrix’ shows the rotated factor loading matrix, which is consistent with (but not identical to) the factor loading matrix reported in Table 8.2 (also Table 8.7). (Again, the differences are likely due to different optimization defaults for ULS estimation, as well as oblimin roatation, in SPSS vs. the ‘fa’ function of the ‘psych’ package in R.)

	Structure Matrix

	
	Factor

	
	1
	2

	BFNE
	.714
	.833

	SIAS
	.532
	.877

	SPS
	.538
	.869

	SPAS
	.929
	.547

	BIQ
	.752
	.574

	ASI
	.604
	.488

	APEVAL
	-.738
	-.500

	OWPRE
	.625
	.382

	SAAS
	.685
	.899

	Extraction Method: Unweighted Least Squares. 
 Rotation Method: Oblimin with Kaiser Normalization.



As explained in Chapter 8, the ‘Structure Matrix’ usually should be ignored.

	Factor Correlation Matrix

	Factor
	1
	2

	1
	1.000
	.652

	2
	.652
	1.000

	Extraction Method: Unweighted Least Squares.  
 Rotation Method: Oblimin with Kaiser Normalization.


SPSS gives an interfactor correlation = .65 (which was reported as .63 in Chapter 8 due to slight differences between SPSS and R implementations).


Unfortunately SPSS does not compute model fit stats such as RMR, RMSEA, CFI, or TLI.
Furthermore, SPSS does not compute the residual correlation matrix.
The two-factor model can instead be estimated using maximum likelihood with the /EXTRACTION ML option:
FACTOR
  /VARIABLES BFNE SIAS SPS SPAS BIQ ASI APEVAL OWPRE SAAS
  /PRINT EXTRACTION ROTATION
  /CRITERIA FACTORS(2)
  /EXTRACTION ML
  /ROTATION OBLIMIN.
Output:
	Communalitiesa

	
	Extraction

	BFNE
	.743

	SIAS
	.756

	SPS
	.753

	SPAS
	.921

	BIQ
	.507

	ASI
	.334

	APEVAL
	.642

	OWPRE
	.375

	SAAS
	.829

	Extraction Method: Maximum Likelihood.

	a. One or more communalitiy estimates greater than 1 were encountered during iterations. The resulting solution should be interpreted with caution.


Because the final communalities are all within legal bounds (i.e., between 0 and 1), the warning message above can be ignored.

	Pattern Matrixa

	
	Factor

	
	1
	2

	BFNE
	.233
	.693

	SIAS
	-.063
	.909

	SPS
	-.074
	.914

	SPAS
	1.015
	-.090

	BIQ
	.525
	.249

	ASI
	.374
	.261

	APEVAL
	-.801
	.000

	OWPRE
	.618
	-.009

	SAAS
	.134
	.818

	Extraction Method: Maximum Likelihood. 
 Rotation Method: Oblimin with Kaiser Normalization.

	a. Rotation converged in 7 iterations.




	Factor Correlation Matrix

	Factor
	1
	2

	1
	1.000
	.647

	2
	.647
	1.000

	Extraction Method: Maximum Likelihood.  
 Rotation Method: Oblimin with Kaiser Normalization.


The output above is very similar, but not identical, to that obtained with the default ULS estimation.

Determining the optimal number of common factors
Scree plot
In the syntax given earlier, the /PLOT EIGEN subcommand produces the following scree plot, which uses the eigenvalues of the original, unreduced correlation matrix:
[image: ]

The scree plot in Figure 8.1 was slightly different, being based on eigenvalues of a reduced correlation matrix (i.e., the observed correlation matrix with communalities on the diagonal), as explained in Chapter 8. Unfortunately, this alternative scree plot is not readily available with SPSS.
Parallel analysis
Parallel analysis is not automatically available in SPSS, but it can be carried out using the ‘rawpar.sps’ macro downloadable from https://people.ok.ubc.ca/brioconn/nfactors/nfactors.html. Recall that a different macro was used for bootstrapping indirect effects in the Chapter 5 SPSS code. Demonstration of this macro is not feasible here, but consult the webpage linked above for details.

Factor rotation
The two-factor model estimated above was based on the default oblimin weight=0. The oblimin weight can be changed to 0.5 (for example) using the /CRITERIA DELTA(.5) subcommand:

FACTOR
  /VARIABLES BFNE SIAS SPS SPAS BIQ ASI APEVAL OWPRE SAAS
  /PRINT EXTRACTION ROTATION
  /CRITERIA FACTORS(2)
  /EXTRACTION ULS
  /CRITERIA DELTA(.5)
  /ROTATION OBLIMIN.

	Pattern Matrixa

	
	Factor

	
	1
	2

	BFNE
	.194
	.697

	SIAS
	-.296
	1.103

	SPS
	-.270
	1.077

	SPAS
	1.170
	-.313

	BIQ
	.722
	.046

	ASI
	.535
	.097

	APEVAL
	-.817
	.099

	OWPRE
	.764
	-.180

	SAAS
	.012
	.898

	Extraction Method: Unweighted Least Squares. 
 Rotation Method: Oblimin with Kaiser Normalization.

	a. Rotation converged in 5 iterations.

	Factor Correlation Matrix

	Factor
	1
	2

	1
	1.000
	.818

	2
	.818
	1.000

	Extraction Method: Unweighted Least Squares.  
 Rotation Method: Oblimin with Kaiser Normalization.


The output above gives estimated factor loadings (and interfactor correlation) which are similar, but not identical, to those reported in Table 8.8.

Additional models for social-anxiety data
One-factor model (ULS estimation); with only one factor, there is no rotation:
FACTOR
  /VARIABLES BFNE SIAS SPS SPAS BIQ ASI APEVAL OWPRE SAAS
  /PRINT EXTRACTION
  /CRITERIA FACTORS(1)
  /EXTRACTION ULS.

	Factor Matrixa

	
	Factor

	
	1

	BFNE
	.860

	SIAS
	.752

	SPS
	.754

	SPAS
	.778

	BIQ
	.732

	ASI
	.607

	APEVAL
	-.675

	OWPRE
	.549

	SAAS
	.869

	Extraction Method: Unweighted Least Squares.

	a. 1 factors extracted. 4 iterations required.



	Communalities

	
	Extraction

	BFNE
	.740

	SIAS
	.566

	SPS
	.568

	SPAS
	.606

	BIQ
	.536

	ASI
	.368

	APEVAL
	.456

	OWPRE
	.302

	SAAS
	.755

	Extraction Method: Unweighted Least Squares.





The output above gives factor loading and communality estimates which are similar, but not identical, to those reported in Table 8.9.
Three-factor model (ULS estimation):
FACTOR
  /VARIABLES BFNE SIAS SPS SPAS BIQ ASI APEVAL OWPRE SAAS
  /PRINT EXTRACTION ROTATION
  /CRITERIA FACTORS(3)
  /EXTRACTION ULS
  /ROTATION OBLIMIN.

	Communalities

	
	Extraction

	BFNE
	.743

	SIAS
	.820

	SPS
	.746

	SPAS
	.952

	BIQ
	.595

	ASI
	.756

	APEVAL
	.654

	OWPRE
	.377

	SAAS
	.821

	Extraction Method: Unweighted Least Squares.



	Pattern Matrixa

	
	Factor

	
	1
	2
	3

	BFNE
	.645
	-.143
	.202

	SIAS
	.962
	.004
	-.128

	SPS
	.881
	.090
	.067

	SPAS
	-.038
	-.981
	.031

	BIQ
	.166
	-.359
	.392

	ASI
	.070
	.003
	.835

	APEVAL
	-.096
	.808
	.117

	OWPRE
	-.003
	-.449
	.244

	SAAS
	.796
	-.124
	.057

	Extraction Method: Unweighted Least Squares. 
 Rotation Method: Oblimin with Kaiser Normalization.

	a. Rotation converged in 9 iterations.



	Factor Correlation Matrix

	Factor
	1
	2
	3

	1
	1.000
	-.593
	.479

	2
	-.593
	1.000
	-.542

	3
	.479
	-.542
	1.000

	Extraction Method: Unweighted Least Squares.  
 Rotation Method: Oblimin with Kaiser Normalization.


The output above gives factor loading and communality estimates which are similar, but not identical, to those reported in Table 8.10.

EFA with categorical observed variables
Factor analysis of polychoric correlations is not currently possible with SPSS!
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