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To repeat from the Chapter 8 Mplus document, Mplus is a prominent, cutting-edge software package for estimating multivariate models (with or without latent variables) and has many features which are not available in other packages. That being said, Mplus is not ideal for preliminary, exploratory, descriptive data analyses or data management (although Mplus has improved in these regards).
When one first opens Mplus, a blank text window is shown (called ‘Mptext1’). Within this window, one types a script for a given analysis; this script is saved as an input file (with file extension .inp). Alternatively, one can open a preexisting input file or use the Mplus “Language Generator” (available under the ‘Mplus’ pull-down menu). These .inp input scripts are just plain text files; as such, one can open and edit them using any word processor or text editor.
Once the script is complete and submitted, an output file is automatically generated and displayed. This output will automatically have the same name as the input file, except its file extension will be .out instead of .inp (e.g., the input file saved as “mymodel.inp” will create an output file called “mymodel.out”). The output file is also a plain text file, so it can also be opened using a word processor or text editor.
An Mplus input script contains the commands for running only a single analysis. That is, all commands within a single input script are submitted and executed by Mplus simultaneously, which is unlike other command-based statistical software such as R and SAS with which one can submit just a subset of commands within a larger input script. 
Most often, then, an Mplus input file will include the commands for estimating only a single model (although commands that produce supplementary descriptive statistics and plots may also be included). 
Students and researchers new to Mplus often struggle with getting Mplus to read their data. Mplus can only read data files saved in a plain text format (which usually has a .txt or .dat extension, although the extension does not really matter if it is truly a plain text file); it is best if the columns are space- or tab-delimited. Mplus cannot read SPSS-formatted .sav files, SAS-formatted .sas7bdat files, or even Excel .xlsx files. Thus, if one is working with a dataset created in one of these programs, it is necessary to save the data as a new, plain text file (using “Save As…”).
Furthermore, all data values must be numeric, with the exception of missing data flags, which can be periods (.), asterisks (*), or blank spaces ( ), but not letters (e.g., ‘NA’ is not allowed) and participant ID variables, which may contain letters. String variables are not allowed.
Critically, the data file itself cannot contain the variable names on the first row; Mplus expects the data themselves to begin on the first row. As demonstrated below, the user supplies the variable names within the input script.
Despite the issues described above, Mplus is a rather easy software package to use, perhaps easier than R or SAS. There are relatively few commands in each input script, and even complex statistical models can be specified using only a few lines of syntax.
Now, let’s see how to use Mplus to reproduce the exploratory factor analyses presented in Chapter 8. 

As explained above, in Mplus the entire input script is submitted and executed simultaneously. That is, one does not read in the data, then look at some statistics or graphs, then maybe get some more stats, one step at a time. Instead, everything in the input file happens at once, producing a single output file.
Nonetheless, for ease of presentation, below the individual commands of an input file are presented one at a time. Note that it is not even necessary for the commands in an input script to be given in any particular order.
Mplus is not case-sensitive; below, Mplus commands are given in ALL CAPS simply to distinguish them from other text.

Typically, the first command in an input script is the TITLE command:
TITLE: Social support and depression path analysis
Including a title is optional, however.

Next, the DATA command is used to read in the data file. As explained above, this must be a plain text file with only numerical data and the variable names cannot be on the first row:
DATA:
  FILE IS “lennox-nohead.txt”;
If the data file is saved in the same folder as the location of the input .inp file, then it is not necessary to type out the full path giving the data file’s location.
Note that the FILE IS subcommand must end with a semicolon.

In the current example, the VARIABLE command is used to assign names to the variables in the data file (‘NAMES ARE’), to indicate which variables are to be used in the current analysis (‘USEVARIABLES ARE’). Additionally, the first column of the data file contains the participant ID (essentially a numbering of participants from 1 to N = 214); the ‘IDVARIABLE IS’ subcommand is used to let Mplus know that ‘id’ should not be included in the analysis:
VARIABLE:
  NAMES ARE id cesd pass size density homophily;
  IDVARIABLE IS id;
  USEVARIABLES ARE ALL;
Notice that all subcommands end with semicolons. If only a subset of variables in the data file is needed for a given model, then those variables can be listed with the ‘USEVARIABLES’ subcommand instead of ‘USEVARIABLES ARE ALL’. For example, in the first model specification below, only ‘cesd’ and ‘pass’ are used, implying that the  ‘USEVARIABLES’ subcommand should be ‘USEVARIABLES ARE cesd pass’.

Path analysis models are specified using the MODEL command (whereas the MODEL command was not needed for the EFA input of Chapter 8). The syntax for specifying the simple regression model in Figure 9.1 is below:
MODEL:
  cesd ON pass;
The ‘ON’ operator is used to specify directional, linear regression parameters. Here, the outcome variable (i.e., endogenous variable) ‘cesd’ is regressed ON the predictor variable (i.e., exogenous variable) ‘pass’. In general, remember that Y is regressed on X, not vice versa.
Again, all subcommands end with semicolons. 

The syntax for specifying the multiple regression model in Figure 9.2 is below:
MODEL:
  pass ON size density homophily;
Any number of predictor variables can be listed on the right-hand side of the ‘ON’ operator; here, then, ‘pass’ is regressed on ‘size’, ‘density’, and ‘homophily’ simultaneously. Mplus will automatically include the covariances among these predictors as model parameters. 

Skipping the model in Figure 9.3 for a moment, the syntax for specifying the model in Figure 9.4 is below:
MODEL:
  Y1 ON X1 X2;
  Y2 ON X1 X2;
(Note that this is just a hypothetical model with generic variable names, not a model to be estimated with the current data.)
Now, there are two outcomes, Y1 and Y2, each of which has its own ‘ON’ operator to specify its predictors. In addition to including a covariance parameter between the two predictors, by default Mplus will also include a free parameter for the covariance between the errors of Y1 and Y2, as shown in the path diagram of Figure 9.4. In general, because such defaults can be unexpected, it is important to check your output carefully to make sure that the model that was estimated matches the model that you intended to be estimated.

Here is the syntax for specifying the model in Figure 9.3:
MODEL:
  Y1 ON X1 X2;
  Y2 ON X1 X2;
  Y1 WITH Y2@0;

This input is nearly identical to the previous model, but now the ‘WITH’ operator is used to refer explicitly to the covariance between the errors of Y1 and Y2. By default, this error covariance would be a free parameter (i.e., for the model in Figure 9.4), but here, including ‘@0’ fixes this parameter to equal zero, thereby eliminating the error covariance and producing the model in Figure 9.3.

Here is the syntax for specifying the simple mediation model in Figure 9.5:
MODEL:
  Y1 ON X;
  Y2 ON Y1 X;

Here we see that the mediator, Y1, is the outcome variable for the first ‘ON’ subcommand and then Y1 is a predictor in the second ‘ON’ subcommand. In this model, the covariance between the errors of Y1 and Y2 is fixed to 0 by default.

Here is the syntax for specifying the multiple mediation model in Figure 9.6:
MODEL:
  Y3 ON Y1 Y2 X;
  Y2 ON X;
  Y1 ON X;

The order of the different ‘ON’ commands is arbitrary. For example, above the regression of Y1 is listed last, but the regression of Y1 could have been listed first or second instead without changing the overall model specification.

Finally, the complete social support and depression model shown in Figure 9.7 is specified as below:
MODEL:
  cesd ON pass;
  pass ON size density homophily;

Finally, the OUTPUT command, which is generally optional, may be included to request that descriptive statistics (‘SAMPSTAT’) be included in the output. 
OUTPUT:
  SAMPSTAT;

Putting it all together, the entire input script looks like this:
TITLE:  Social support and depression path analysis

DATA:
  FILE IS "lennox-nohead.txt";

VARIABLE:
   NAMES ARE id cesd pass size density homophily;
   IDVARIABLE IS id;
   USEVARIABLES ARE ALL;

MODEL:
  cesd ON pass;
  pass on size density homophily;

OUTPUT:
  SAMPSTAT STANDARDIZED;
After typing out the input scripts, clicking on the RUN button (or entering Alt+R) submits the input; if the input script has not yet been saved, Mplus prompts the user to save it. If not, the output file is automatically generated and displayed.
By default, Mplus will estimate the model using maximum likelihood (ML).

The first part of the output simply reproduces the input instructions. The remainder of the output is as follows:
*** WARNING in VARIABLE command
  Note that only the first 8 characters of variable names are used in the output.
  Shorten variable names to avoid any confusion.
   1 WARNING(S) FOUND IN THE INPUT INSTRUCTIONS
This warning message occurs because the ‘homophily’ variable name has 9 letters (i.e., characters). Results for this variable will be labeled as ‘HOMOPHIL’ in the output. In general, shorter variable names are better.
Social support and depression path analysis

SUMMARY OF ANALYSIS

Number of groups                                                 1
Number of observations                                         214

Number of dependent variables                                    2
Number of independent variables                                  3
Number of continuous latent variables                            0

Observed dependent variables

  Continuous
   CESD        PASS

Observed independent variables
   SIZE        DENSITY     HOMOPHIL

Variables with special functions

  ID variable           ID

Estimator                                                       ML
Information matrix                                        OBSERVED
Maximum number of iterations                                  1000
Convergence criterion                                    0.500D-04
Maximum number of steepest descent iterations                   20

Input data file(s)
  lennox-nohead.txt

Input data format  FREE

In addition to reminding us of the roles of the variables in the input script and the sample size (‘Number of observations’), Mplus provides further technical details about the analysis, including the fact that the model is estimated with ML (it is possible to change each of these details, by the way, but that is usually unnecessary).

The descriptive statistics produced by the ‘SAMPSTAT’ option come next:

SAMPLE STATISTICS

           Means
              CESD          PASS          SIZE          DENSITY       HOMOPHIL
              ________      ________      ________      ________      ________
      1        15.400        30.700         3.200         0.800         0.500

           Covariances
              CESD          PASS          SIZE          DENSITY       HOMOPHIL
              ________      ________      ________      ________      ________
 CESD         103.554
 PASS         -36.233        68.568
 SIZE          -0.152         1.487         2.240
 DENSITY        0.518         0.471         0.175         0.090
 HOMOPHIL       0.731        -0.768         0.130         0.027         0.090

           Correlations
              CESD          PASS          SIZE          DENSITY       HOMOPHIL
              ________      ________      ________      ________      ________
 CESD           1.000
 PASS          -0.430         1.000
 SIZE          -0.010         0.120         1.000
 DENSITY        0.170         0.190         0.390         1.000
 HOMOPHIL       0.240        -0.310         0.290         0.300         1.000

     UNIVARIATE HIGHER-ORDER MOMENT DESCRIPTIVE STATISTICS

         Variable/         Mean/     Skewness/   Minimum/ % with                Percentiles
        Sample Size      Variance    Kurtosis    Maximum  Min/Max      20%/60%    40%/80%    Median

     CESD                 15.400      -0.105     -18.535    0.47%       6.716     12.523     15.526
             214.000     103.554       0.305      43.675    0.47%      17.514     23.733
     PASS                 30.700       0.351      10.375    0.47%      23.352     28.727     30.252
             214.000      68.568       0.717      61.812    0.47%      32.477     37.076
     SIZE                  3.200       0.072      -0.641    0.47%       2.050      2.725      2.966
             214.000       2.240      -0.282       6.810    0.47%       3.599      4.466
     DENSITY               0.800       0.163      -0.028    0.47%       0.544      0.695      0.793
             214.000       0.090      -0.269       1.627    0.47%       0.862      1.069
     HOMOPHILY             0.500      -0.174      -0.458    0.47%       0.225      0.443      0.510
             214.000       0.090      -0.003       1.135    0.47%       0.587      0.732

The correlations and univariate descriptive stats above match those reported in Table 9.1 (except Mplus has calculated kurtosis slightly differently).
Next we come to output pertaining to the estimated model itself:
THE MODEL ESTIMATION TERMINATED NORMALLY

MODEL FIT INFORMATION

Number of Free Parameters                        8

Loglikelihood
          H0 Value                       -1510.349
          H1 Value                       -1500.735

Information Criteria
          Akaike (AIC)                    3036.698
          Bayesian (BIC)                  3063.626
          Sample-Size Adjusted BIC        3038.276
            (n* = (n + 2) / 24)

Chi-Square Test of Model Fit
          Value                             19.228
          Degrees of Freedom                     3
          P-Value                           0.0002

RMSEA (Root Mean Square Error Of Approximation)
          Estimate                           0.159
          90 Percent C.I.                    0.096  0.230
          Probability RMSEA <= .05           0.003

CFI/TLI
          CFI                                0.844
          TLI                                0.635

Chi-Square Test of Model Fit for the Baseline Model
          Value                            110.874
          Degrees of Freedom                     7
          P-Value                           0.0000

SRMR (Standardized Root Mean Square Residual)
          Value                              0.062
Consistent with the results reported in Chapter 9, the output above indicates that the model does not fit well according to RMSEA, CFI, and TLI, although the SRMR value is not bad.
Notice that the output above reports TLI = .64 and CFI = .84, which are the values given in footnote 10 but differ from the CFI and TLI values reported in the main text. 
The remaining output pertains to the parameter estimates. Because model fit is not quite acceptable, we should hold off on interpreting the parameter estimates and instead proceed to model revision.

Model revision
The standardized residual covariances and modification indices of the model estimated above can be included in the output by changing the ‘OUTPUT’ command to include the ‘RESIDUAL’ and ‘MODINDICES’ option. Furthermore, the command below requests that only modification indices greater than 4.0 be printed:

OUTPUT:
  RESIDUAL MODINDICES(4);

Once the script is edited to include this new ‘OUTPUT’ command and re-submitted, the corresponding output is below:
RESIDUAL OUTPUT

     ESTIMATED MODEL AND RESIDUALS (OBSERVED - ESTIMATED)

           Model Estimated Means/Intercepts/Thresholds
              CESD          PASS          SIZE          DENSITY       HOMOPHIL
              ________      ________      ________      ________      ________
      1        15.400        30.700         3.200         0.800         0.500

           Residuals for Means/Intercepts/Thresholds
              CESD          PASS          SIZE          DENSITY       HOMOPHIL
              ________      ________      ________      ________      ________
      1         0.000         0.000         0.000         0.000         0.000

           Standardized Residuals (z-scores) for Means/Intercepts/Thresholds
              CESD          PASS          SIZE          DENSITY       HOMOPHIL
              ________      ________      ________      ________      ________
      1         0.012       999.000         0.000         0.000         0.000

           Normalized Residuals for Means/Intercepts/Thresholds
              CESD          PASS          SIZE          DENSITY       HOMOPHIL
              ________      ________      ________      ________      ________
      1         0.000         0.000         0.000         0.000         0.000

Residuals for ‘Means/Intercepts/Thresholds’ are of little interest for the types of models described in Chapter 9, so let’s move to the residual covariances/correlations:
           Model Estimated Covariances/Correlations/Residual Correlations
              CESD          PASS          SIZE          DENSITY       HOMOPHIL
              ________      ________      ________      ________      ________
 CESD         103.553
 PASS         -36.233        68.568
 SIZE          -0.786         1.487         2.240
 DENSITY       -0.249         0.471         0.175         0.090
 HOMOPHIL       0.406        -0.768         0.130         0.027         0.090


           Residuals for Covariances/Correlations/Residual Correlations
              CESD          PASS          SIZE          DENSITY       HOMOPHIL
              ________      ________      ________      ________      ________
 CESD           0.000
 PASS           0.000         0.000
 SIZE           0.634         0.000         0.000
 DENSITY        0.766         0.000         0.000         0.000
 HOMOPHIL       0.325         0.000         0.000         0.000         0.000

The ‘Residuals for Covariances/Correlations/Residual Correlations’ do not match the residual correlations in Table 9.2, but we do see that the largest residual covariance corresponds to the association between ‘cesd’ and ‘density’. 
           Standardized Residuals (z-scores) for Covariances/Correlations/Residual Corr
              CESD          PASS          SIZE          DENSITY       HOMOPHIL
              ________      ________      ________      ________      ________
 CESD           0.012
 PASS         999.000       999.000
 SIZE           0.680       999.000         0.000
 DENSITY        4.095         0.000         0.000         0.000
 HOMOPHIL       1.772       999.000         0.000         0.000         0.000

But the ‘Standardized residuals’ do match the standardized residuals in Table 9.2. 
MODEL MODIFICATION INDICES

NOTE:  Modification indices for direct effects of observed dependent variables
regressed on covariates may not be included.  To include these, request
MODINDICES (ALL).

Minimum M.I. value for printing the modification index     4.000

                                   M.I.     E.P.C.  Std E.P.C.  StdYX E.P.C.

ON Statements

CESD     ON DENSITY               17.245     8.875      8.875        0.261

WITH Statements

DENSITY  WITH CESD                16.042     0.697      0.697        0.254

These modification indices match those reported in Chapter 9 for the association between ‘cesd’ and ‘density’.

Revised model
The complete input script for the revised model in Figure 9.12 is below:
TITLE:  Social support and depression path analysis, revised model

DATA:
  FILE IS "lennox-nohead.txt";

VARIABLE:
   NAMES ARE id cesd pass size density homophily;
   IDVARIABLE IS id;
   USEVARIABLES ARE ALL;

MODEL:
  cesd ON pass density;
  pass on size density homophily;

OUTPUT:
  STANDARDIZED CINTERVAL;
Now, in this revised model, both ‘pass’ and ‘density’ are direct predictors of ‘cesd’.
Additionally, ‘SAMPSTAT’ has been removed from the ‘OUPUT’ command because we have already seen the descriptive statistics for this data set. Including the ‘STANDARDIZED’ option will produce standardized parameter estimates as well as R2 statistics for each endogenous variable, while ‘CINTERVAL’ will produce confidence intervals for each parameter (95% by default).
The resulting output, skipping ahead to the model fit information, is below:
MODEL FIT INFORMATION

Number of Free Parameters                        9

Loglikelihood
          H0 Value                       -1501.360
          H1 Value                       -1500.735

Information Criteria
          Akaike (AIC)                    3020.719
          Bayesian (BIC)                  3051.013
          Sample-Size Adjusted BIC        3022.494
            (n* = (n + 2) / 24)

Chi-Square Test of Model Fit
          Value                              1.248
          Degrees of Freedom                     2
          P-Value                           0.5357

RMSEA (Root Mean Square Error Of Approximation)
          Estimate                           0.000
          90 Percent C.I.                    0.000  0.118
          Probability RMSEA <= .05           0.685

CFI/TLI
          CFI                                1.000
          TLI                                1.025

Chi-Square Test of Model Fit for the Baseline Model
          Value                            110.874
          Degrees of Freedom                     7
          P-Value                           0.0000

SRMR (Standardized Root Mean Square Residual)
          Value                              0.012
The model fit stats above match those reported in Chapter 9 for the revised model.
Because the model fits the data well, we can move ahead and interpret the parameter estimates:
MODEL RESULTS
                                                    Two-Tailed
                    Estimate       S.E.  Est./S.E.    P-Value

 CESD     ON
    PASS              -0.589      0.074     -7.957      0.000
    DENSITY            8.875      2.049      4.331      0.000

 PASS     ON
    SIZE               0.785      0.375      2.096      0.036
    DENSITY            7.296      1.879      3.883      0.000
    HOMOPHILY        -11.904      1.808     -6.584      0.000

 Intercepts
    CESD              26.393      2.609     10.118      0.000
    PASS              28.303      1.603     17.652      0.000

 Residual Variances
    CESD              77.604      7.502     10.344      0.000
    PASS              54.814      5.299     10.345      0.000

R-SQUARE

    Observed                                        Two-Tailed
    Variable        Estimate       S.E.  Est./S.E.    P-Value

    CESD               0.251      0.051      4.886      0.000
    PASS               0.201      0.049      4.097      0.000

CONFIDENCE INTERVALS OF MODEL RESULTS

                 Lower .5%  Lower 2.5%    Lower 5%    Estimate    Upper 5%  Upper 2.5%   Upper .5%

 CESD     ON
    PASS            -0.780      -0.735      -0.711      -0.589      -0.468      -0.444      -0.399
    DENSITY          3.597       4.859       5.504       8.875      12.246      12.892      14.154

 PASS     ON
    SIZE            -0.180       0.051       0.169       0.785       1.401       1.519       1.750
    DENSITY          2.456       3.613       4.205       7.296      10.387      10.979      12.136
    HOMOPHILY      -16.561     -15.448     -14.878     -11.904      -8.930      -8.361      -7.247

 Intercepts
    CESD            19.674      21.280      22.102      26.393      30.684      31.506      33.113
    PASS            24.173      25.160      25.665      28.303      30.940      31.446      32.433

 Residual Variances
    CESD            58.280      62.900      65.263      77.604      89.945      92.309      96.928
    PASS            41.165      44.428      46.097      54.814      63.530      65.199      68.462
The unstandardized parameter estimates, standard errors, confidence intervals, and Z tests (‘Est./S.E.’) match the results in Table 9.3.

GLS estimation
A model can be estimated using GLS instead of the default ML estimator by adding the ‘ANALYSIS’ command with the 'estimator="GLS"' option:
Finally, the OUTPUT command, which is generally optional, may be included to request that descriptive statistics (‘SAMPSTAT’) be included in the output. 
ANALYSIS:
  ESTIMATOR = GLS;
Then the entire input script for the revised model looks like this:
TITLE:  Social support and depression path analysis, revised model

DATA:
  FILE IS "lennox-nohead.txt";

VARIABLE:
   NAMES ARE id cesd pass size density homophily;
   IDVARIABLE IS id;
   USEVARIABLES ARE ALL;

ANALYSIS:
  ESTIMATOR = GLS;

MODEL:
  cesd ON pass density;
  pass on size density homophily;

OUTPUT:
  STANDARDIZED CINTERVAL;

Indirect effects
To obtain indirect effect estimates, it is necessary to include the ‘MODEL INDIRECT’ command:
MODEL INDIRECT:
  cesd IND pass size;
  cesd IND pass density;
  cesd IND pass homophily;
Above, the ‘IND’ operator is used to request the calculation of three separate indirect effect estimates. Reading from right to left, the first indirect effect is from ‘size’ to ‘pass’ to ‘cesd’, the second is from ‘density’ to ‘pass’ to ‘cesd’, and the third is from ‘homophily’ to ‘pass’ to ‘cesd’.
To get Mplus to produce bootstrapped confidence intervals around the indirect effect, the ‘ANALYSIS’ command needs to specify the number of bootstrap samples to be taken:
ANALYSIS:
  BOOTSTRAP = 1000;
and the ‘OUTPUT’ command needs to request bootstrapped CIs:
OUTPUT:
  CINTERVAL(bootstrap);
The entire input script for the same revised model now looks like this:
TITLE:  Social support and depression path analysis, revised model

DATA:
  FILE IS "lennox-nohead.txt";

VARIABLE:
   NAMES ARE id cesd pass size density homophily;
   IDVARIABLE IS id;
   USEVARIABLES ARE ALL;

ANALYSIS:
  BOOSTRAP = 1000;

MODEL:
  cesd ON pass density;
  pass on size density homophily;

MODEL INDIRECT:
  cesd IND pass size;
  cesd IND pass density;
  cesd IND pass homophily;

OUTPUT:
  CINTERVAL(bootstrap);
Here is the output corresponding to the indirect effect estimates and their bootstrap CIs. Remember to ignore the p-values printed with the indirect effect estimates and instead rely on the boostrap CIs for statistical inference:
TOTAL, TOTAL INDIRECT, SPECIFIC INDIRECT, AND DIRECT EFFECTS

                                                    Two-Tailed
                    Estimate       S.E.  Est./S.E.    P-Value

Effects from SIZE to CESD

  Sum of indirect     -0.463      0.249     -1.859      0.063

  Specific indirect

    CESD
    PASS
    SIZE              -0.463      0.249     -1.859      0.063

Effects from DENSITY to CESD

  Sum of indirect     -4.300      1.137     -3.781      0.000

  Specific indirect

    CESD
    PASS
    DENSITY           -4.300      1.137     -3.781      0.000

Effects from HOMOPHIL to CESD

  Sum of indirect      7.016      1.412      4.970      0.000

  Specific indirect

    CESD
    PASS
    HOMOPHIL           7.016      1.412      4.970      0.000

The indirect effect estimates above match those in Table 9.4. Remember to ignore the corresponding standard errors and p-values and instead rely on the boostrap CIs for statistical inference:
CONFIDENCE INTERVALS OF TOTAL, TOTAL INDIRECT, SPECIFIC INDIRECT, AND DIRECT EFFECTS

                 Lower .5%  Lower 2.5%    Lower 5%    Estimate    Upper 5%  Upper 2.5%   Upper .5%

Effects from SIZE to CESD

  Sum of indirect   -1.182      -0.975      -0.909      -0.463      -0.073      -0.019       0.049

  Specific indirect

    CESD
    PASS
    SIZE            -1.182      -0.975      -0.909      -0.463      -0.073      -0.019       0.049


Effects from DENSITY to CESD

  Sum of indirect   -7.796      -6.847      -6.297      -4.300      -2.520      -2.328      -1.901

  Specific indirect

    CESD
    PASS
    DENSITY         -7.796      -6.847      -6.297      -4.300      -2.520      -2.328      -1.901


Effects from HOMOPHIL to CESD

  Sum of indirect    3.674       4.422       4.779       7.016       9.301       9.956      10.640

  Specific indirect

    CESD
    PASS
    HOMOPHIL         3.674       4.422       4.779       7.016       9.301       9.956      10.640
95% CIs are formed from the values under the ‘Lower 2.5%’ and ‘Upper 2.5%’ columns. For example, the point estimate of the indirect effect from ‘density’ to ‘cesd’ through ‘pass’ is  = -4.300 and the corresponding 95% bootstrap CI is (-6.847, -2.328).
These 95% CIs don’t exactly match those in Table 9.4 because of the random sampling error inherent in the bootstrapping procedure, although the results are close.

