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CROSSTABULATION
A tutorial by Russell K. Schutt to accompany 
The Practice of Research in Social Work 3rd Edition
     When we analyze data, we usually are concerned with identifying relationships between variables.  We may be concerned with describing how the values of one variable vary according to the values of another variable:  for example, how does health vary with age?  We may be concerned with testing hypotheses concerning the effect of one variable on another: The higher the income, the greater the level of self-esteem. Or we may be interested in exploring the patterns of association among a set of variables:  What attitudes and behaviors are associated with being on welfare?

     For each of these purposes, we must examine the association between two or more variables.  One of the simplest methods of doing so, and a method most suited to the analysis of categorical variables, is crosstabulation.  Essentially, the crosstabulation of two variables shows us the distribution of one variable separately for each category of another variable (the "conditional distributions").  This is equivalent to preparing separate frequency distributions of one variable for cases having each particular value of the other variable.

CROSSTABULATION BASICS

     1) Propose one hypothesis about the relation between gender and attitudes about abortion, focusing on the variable ABANY.  Which is the independent and which the dependent variable?  To generate a crosstabulation, use the following menu selections:

ANALYZE-(DESCRIPTIVE STATISTICS-(CROSSTABS 

ROWS = ABANY 

COLUMNS = SEX

CELLS = Observed

Compare the distribution of thoughts on abortion for men and women.  Note that because there are different numbers of men and women, it is hard to say whether the distribution of support for abortion differs much for men and women.

Examine the crosstabulation you have just created.  Note the following terms:

The BODY of the table is the part enclosed in the box.

The CELLS of the table are the little squares in the box.

Each cell represents cases with a unique combination of values of the two variables, corresponding to that particular row and column. The MARGINS of the table are on the right (the ROW MARGINALS) and underneath (the COLUMN MARGINALS).   The marginal distributions are just the frequency distributions for the two variables, considered separately. The LABELS and TITLE of the table are necessary, and always must be included.

     Most crosstabulations are percentaged.  Most of the time, we consider one of the variables in a crosstabulation to be dependent and the other, independent.  When this is the case, we should normally adhere to the following rule:  "Percentage in the direction of the independent variable."  In other words, if the column variable is the independent variable (its values are labeled across the tops of the columns) we convert the cell frequencies into percentages of the column totals.  If the row variable is the independent variable... (you guessed it!).  [This rule may be violated when the sample has been stratified on the "dependent" variable and sometimes when two or more groups are being compared on various characteristics.]

     There is no requirement that the independent variable be the column variable rather than the row variable, or vice-a-versa, but be consistent.  What is critical is that the direction of percentaging corresponds to the placement of the independent variable.  This allows you to examine the distribution of the dependent variable for each category of the independent variable, and to compare these distributions with percents (so that differences in the total number of cases in each category of the independent variable do not throw you off).

     When a table is percentaged, just present the percents in each cell.  In the column margin (if the independent variable is the column variable), include 100% to indicate that the percents add up to 100, and the base N for the percents in each column (in parentheses under the 100%s).  N.B. If the percents add up to 99 or 101 due to rounding error, just indicate this with a footnote.

Exercises:

     2) Percentage the above table on the column totals.  Read the table by comparing the distributions of column percents within the body of the table.  Does support for abortion vary by gender?

ANALYZE-(DESCRIPTIVE STATISTICS-(CROSSTABS 

ROWS = ABANY 

COLUMNS = SEX

CELLS = Observed, Column Percentages

     3) Percentage the table on the row totals.  Read the tables by comparing each distribution of row percents within the body of the table.  Has anything changed from (2)?

ANALYZE-(DESCRIPTIVE STATISTICS-(CROSSTABS 

ROWS = SEX 

COLUMNS = ABANY 

CELLS = Observed, Row Percentages

Note that I had to change the independent variable to the rows in order to calculate row percentages while continuing to satisfy the rule that tables be percentaged in the direction of the independent variable.  

CONDENSED CROSSTABS


When you are presenting a number of crosstabs that involve conceptually similar dichotomous dependent variables and the same independent variable, you can condense the tables by just presenting one half of the dichotomy in the body of the table.  Here’s a made-up example:








Class Standing

	Satisfaction with…
	Lower class person
	Upper class person

	
	
	

	College Experience
	82% (1037)
	 93% (557)

	UMass Boston
	87% (49)
	 95% (32)

	Applied Soc Program
	98% (15)
	 99% (11)


4) Create a condensed crosstab (with percentages) to represent the relationship between the three US abortion attitude variables (ABANY ABNOMORE ABRAPE) and gender.  Describe your findings.  Is the association with gender (or lack of it) consistent across the three tables?  If not, how does it vary?  Speculate about the meaning of this variation.

DESCRIBING ASSOCIATION

     A table reveals four aspects of the association between two variables:  existence, strength, direction and pattern. 

Existence:  Do the percentage distributions vary at all between categories of the independent variable?

Strength:  How much do the percentage distributions vary between categories of the independent variable?

Direction:  Do values on the dependent variable tend to increase or decrease with an increase in value on the independent variable (applicable only for two      quantitative variables)?

Pattern:  Are changes in the percentage distribution of the dependent variable across values of the independent variable fairly regular (increase or decrease), or are they curvilinear (increase, then decrease, then increase, or vv.) (or gradual increase then rapid increase), or do they suggest some more complex pattern?

Exercises:

     5) Pose hypotheses about the association between region, race, gender, education and happiness and feelings that life is exciting.  Discuss the existence, strength, direction and pattern (as appropriate) in the following tables:

ANALYZE-(DESCRIPTIVE STATISTICS-(CROSSTABS 

ROWS = HAPPY LIFE  

COLUMNS = REGION RACE SEX DEGREE

CELLS = Observed, Column Percentages

STATISTICS TO MEASURE ASSOCIATION

     Statistics can be used to summarize the strength of association in tables, just as statistics can be used to summarize features of univariate distributions.  One approach used to summarizing the strength of association in tables, statistically, is the PROPORTIONATE REDUCTION IN ERROR approach (PRE for short).  A PRE measure of association answers the following question:  how well can we predict the values of cases on one variable, from knowledge of their values on the other variable?

     The basic formula for any PRE measure of association is:

     reduction in prediction errors with knowledge of the independent variable / prediction errors without knowledge of the independent variable.  [The slash/ means "divided by."]

     For example, if all we know is the distribution of one variable, by itself, and we wanted to predict the most likely value on that variable of any case, we would predict the modal value.  The mode is the most frequent value. However, if we could inspect the crosstabulation of the dependent variable with an independent variable, we could improve our predictions of values on the dependent variable by predicting the modal value within each category of the independent variable.  If there is any difference in the modal value on the dependent variable between categories of the independent variable, we make fewer prediction errors using our predictions that take the independent variable into account.

     LAMBDA is a PRE measure of association appropriate for variables measured at the nominal level, because it requires no assumptions about the ordering of the values of either variable.  It is calculated as described above:

     (Prediction Errors with Rule 1 - Prediction Errors with Rule 2)/(Prediction Errors with Rule 1)

     where rule 1 is predict the modal value on the dependent variable and then count the errors, and rule 2 is predict the modal value within categories of the IV, and then count the errors.

     Lambda varies from 0 to 1, where 1 indicates a perfect association.

Exercise:

     7) Inspect the frequencies for both of the variables in the following crosstab request and pose a hypothesis about their relationship.  Then calculate and interpret the values of lambda for the following table:

ANALYZE-(DESCRIPTIVE STATISTICS-(CROSSTABS 

ROWS = VOTE08
COLUMNS = PARTYID

CELLS = Column Percentages





STATISTICS = Lamda

What does the lambda statistic tell you about variation in likelihood of voting by political party affiliation?

     GAMMA is a PRE measure of association appropriate for variables measured at the ordinal level.  Its calculation is based on the number of same-ordered pairs and the number of reverse-ordered pairs created in a table.  The value of gamma is greater (closer to 1), the more that same-ordered pairs predominate over reverse-ordered pairs, and vv.  The value of gamma is zero when there are the same number of same-ordered and reverse-ordered pairs.

     The PRE logic of gamma will not be explained here, but the calculation of gamma is simple:

gamma = (Nsame-ordered pairs - Nreverse-ordered pairs)/

     (Nsame-ordered pairs + Nreverse-ordered pairs)

     In order to identify same-ordered pairs, pick the first cell on the upper left of the table (presuming the table has the lowest values of both variables in this corner).  The pairs formed by pairing each case in that cell with the cases in all tables below AND to its right are same-ordered pairs (multiply the counts in each of these cells by the count in the first cell and add up the results).  Repeat this process for each combination of cells that involves cells "below and to the right" of any other cell.  Begin in the upper right corner for reverse-ordered pairs.

     The value of gamma varies from -1 to 0 to +1.

Exercise:

     8) Look at the following table requests and pose hypotheses that might have led to these requests.  Now calculate and interpret the value of gamma for the following tables:  

ANALYZE-(DESCRIPTIVE STATISTICS-(CROSSTABS 

ROWS = HAPPY, LIFE  

COLUMNS = DEGREE

CELLS = Column Percentages





STATISTICS = Gamma

ANALYZE-(DESCRIPTIVE STATISTICS-(CROSSTABS 

ROWS = ABNOMORE, ABANY  

COLUMNS = SEX

CELLS = Column Percentages





STATISTICS = Gamma

Chi-square

The chi-square statistic is used to test the independence of two variables, usually in a crosstab.  The null hypothesis is that there is no relationship in the population.  The research (alternative) hypothesis is that there is a relationship.  In other words, a significant value of chi-square does not indicate that there is necessarily a strong relationship in the population, or any other particular type or pattern of relationship, just that there is some relationship that is different from what would be expected on the basis of chance alone.


In the computation of chi-square, the actual (observed) frequencies in each cell in the table are compared to the frequencies that would be expected if only chance influenced the number of cases in each cell.  The chance model takes into account the marginal distributions of the row and column variables.  (See the formula in a statistics text).  The difference between the observed and expected frequencies are squared, divided by the expected frequencies, and then summed over all cells in the table.


The significance of any particular value of chi-square will vary with the number of rows and columns in the table (the larger the table, the larger the value of chi-square).  The "degrees of freedom" are determined by the number of rows and columns in the table (r-1)(c-1).  So, a 2x2 table has only one degree of freedom (once the frequency is set in one cell, given the row and column marginal distributions, the frequencies in the other three cells are determined).


The following assumptions are needed to justify using chi-square:  the observations must be independent (i.e., randomly sampled); the cells must be mutually exclusive (each case can fall in one and only cell); the expected frequencies in each cell must be at least five, unless the table is very large. 


Yates correction for continuity is used when the N is small; it makes more conservative assumptions.  Fischer's exact test is used in 2x2 tables with no more than 20 cases.


Request a chi-square test for the following table (after recoding).  Interpret the results.


ANALYZE-(DESCRIPTIVE STATISTICS-(CROSSTABS 

ROWS = LIFE  

COLUMNS = EDUCR3

CELLS = Column Percentages





STATISTICS = Chi Square

Now request the table with intermediate results that are used to calculate chi-square and explain what these figures mean.

ANALYZE-(DESCRIPTIVE STATISTICS-(CROSSTABS 

ROWS = LIFE  

COLUMNS = EDUCR3
CELLS = Column Percentages, Expected Count, Observed Count, Unstandardized residuals





STATISTICS = Chi Square

