Chapter 14: Predictions for independent and dependent variables

Performing linear regression model in R
lm(Salary~Years)
Call:
lm(formula = Salary ~ Years)
Coefficients:
(Intercept)        Years  
    44578.5        690.9  

where the symbol ~ separates the dependent variable labelled ‘Salary’ from the independent variable labelled ‘Years’.

Compute the slope and intercept
int =  lm(Salary~Years)$coefficient["(Intercept)"]		
#This is the coefficient β0
int
(Intercept) 
    44578.5 
slope = lm(Salary~Years)$coefficient["Years"]	        
#This is the parameter β1
slope
   Years 
690.8591 

Adding the regression line (grey line in Figure 14.5) to the scatter plot:
abline(int, slope,lty=1, lwd=2, col="grey")  #style and colour of line 

Generating more information on the regression
summary(lm(Salary~Years)
Call:
lm(formula = Salary ~ Years)
Residuals:
   Min     1Q Median     3Q    Max 
-762.1 -404.0 -154.7  249.4 1078.3 
Coefficients:
            Estimate Std. Error t value Pr(>|t|)    
(Intercept) 44578.50     352.76  126.37 6.18e-16 ***
Years         690.86      29.81   23.17 2.47e-09 ***
---
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1
Residual standard error: 625.4 on 9 degrees of freedom
[bookmark: _Hlk28874864]Multiple R-squared:  0.9835,	Adjusted R-squared:  0.9817 
F-statistic:   537 on 1 and 9 DF,  p-value: 2.469e-09

Checking the normality of the residuals using the Shapiro-Wilk test
We use the function shapiro.test() from the stats package:
shapiro.test(residuals(lm(Salary~Years)))
	Shapiro-Wilk normality test
data:  residuals(lm(Salary~Years))
W = 0.93067, p-value = 0.4177

Checking the normality of the residuals using the QQ plot:
qqnorm(lm(Salary~Years)$resid)   # create the QQ plot
qqline(lm(Salary~Years)$resid)   # create the reference line

Testing the homoscedasticity through the Non-Constant Variance Score test
Install and load the car package which contains the function ncvTest(model) to compute the score test for non-constant error variance. 
ncvTest(lm(Salary~Years)
Non-constant Variance Score Test 
Variance formula: ~ fitted.values 
Chisquare = 0.05940456, Df = 1, p = 0.80744

Testing the homoscedasticity graphically
Plotting the standardised residuals obtained (y-axis) against the standardised values our model would predict (fitted values, on the x-axis) reveals if there is a nonlinear relationship between the variables.
	plot(fitted(lm(Salary~Years),residuals(lm(Salary~Years))
abline(0,0)           # Add a horizontal line to the plot



Computing multiple regression in R
Import the Ex14_2.csv data set into R and attach it to the R search path using the attach() function, which allows us to access the variables by simply giving their names: 
Ex14_2 <- read.csv(file.choose())
attach(Ex14_2)
Perform the multiple linear regression model:
lm(formula = Marks~Attendance+Preparation)

Coefficients:
(Intercept)   Attendance  Preparation  
     7.4901       0.2585       0.6856  


Generating more information on the regression
Get the summary output using the summary() function:

MR<-lm(formula = Marks~Attendance+Preparation)
summary(MR)
Call:
lm(formula = Marks ~ Attendance + Preparation)
Residuals:
    Min      1Q  Median      3Q     Max 
-4.2970 -1.2164 -0.1554  1.2508  5.0999 
Coefficients:
            Estimate Std. Error t value Pr(>|t|)    
(Intercept)  7.49008    3.87170   1.935  0.06601 .  
Attendance   0.25849    0.07702   3.356  0.00286 ** 
Preparation  0.68562    0.11681   5.870 6.61e-06 ***
---
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1
Residual standard error: 2.253 on 22 degrees of freedom
Multiple R-squared:  0.9685,	Adjusted R-squared:  0.9656 
F-statistic: 338.2 on 2 and 22 DF,  p-value: < 2.2e-16

Showing the relationship between the dependent variable ‘Marks’ and the independent variable ‘Attendance’:
plot(Marks~Attendance, pch=16, xlab="Attendance(hours)", ylab="Average Mark(%)")

Showing the relationship between the dependent variable ‘Marks’ and the independent variable ‘Preparation’:
plot(Marks~Preparation, pch=16, xlab="Preparation time(hours)", 
+ ylab="Average Mark(%)")

Computing the variance inflations factors
vif(MR)
 Attendance Preparation 
   8.187317    8.187317 
check_collinearity(MR)
# Check for Multicollinearity
Moderate Correlation
   Parameter  VIF Increased SE
  Attendance 8.19         2.86
 Preparation 8.19         2.86

Computing the Shapiro-Wilk test
shapiro.test(residuals(MR))
	Shapiro-Wilk normality test
data:  residuals(MR2)
W = 0.98861, p-value = 0.9907

Creating the QQ plot with reference line
qqnorm(MR$resid)
qqline(MR$resid)

Checking homoscedasticity in R
ncvTest(MR)
Non-constant Variance Score Test 
Variance formula: ~ fitted.values 
Chisquare = 1.089505, Df = 1, p = 0.29658
Plotting the standardised residuals obtained against the predicted standardised values:
plot(fitted(MR), residuals(MR))
abline(0,0)

Checking if residuals are uncorrelated
durbinWatsonTest(MR)
 lag Autocorrelation D-W Statistic p-value
   1       0.2494206      1.427535   0.096
 Alternative hypothesis: rho != 0
The ‘lag = 1’ value indicates that each observation is being compared with the one next to it in the data set.





