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Computing the Mann-Whitney test in R (ordinal level of measurement)
Upload the Ex10_1.csv data file into R and name it ‘GrowthMindset’:
GrowthMindset <- read.csv(file.choose())
GrowthMindset
   Female Male
1      69   63
2      56   76
3      64   65
4      59   94
5      85   58
6      60   73
7      76   88
8      73   55
9      95   78
10     86   83
11     83   97
12     71   73
13     55   57
14     85   84
15     76   54
16     80   NA
17     56   NA
18     85   NA
19     84   NA
Create a simple multi-panelled plot using the function par(mfrow()):
par(mfrow = c(1, 2))
Visualise the GrowthMindset data set using two boxplots:
boxplot(GrowthMindset$Female, xlab="Female")
boxplot(GrowthMindset$Male, xlab="Male")
Calculate the median for both groups using the function median(). The argument na.rm was set to TRUE to ignore the NA (introduced because we have different samples size)
median(GrowthMindset$Male, na.rm=TRUE)  

 [1] 73

median(GrowthMindset$Female)
[1] 76
Compute the Mann–Whitney test:
wilcox.test(GrowthMindset$Female, GrowthMindset$Male)
	Wilcoxon rank sum test with continuity correction
data:  GrowthMindset$Female and GrowthMindset$Male
W = 148.5, p-value = 0.8485
alternative hypothesis: true location shift is not equal to 0

Testing for normality
Using the function shapiro.test(), we test whether data in the control and experimental groups are normally distributed. Upload the Ex10_2.csv data file into R and name it Ex10_2:
Ex10_2 <- read.csv(file.choose())
 
Ex10_2
   Experimental Control
1           107      69
2            97      84
3            83      67
4            94      83
5           123      79
6            89      55
7            65      78
8           112      98
9            92      90
10           92      82
11           82      62
12          100      98
13          111      81
14           91      73
15           91     105
16          116      68
17           96      85
18           98      99
19           91      89
20          114      75
21           85      74
22          113      85
23          112      88
24           93      80
25          113     100
26          115      79
27          109      69
28          130      88
29           71      47
30           83      86

[bookmark: _Hlk32617348]shapiro.test(Ex10_2$Control)
	Shapiro-Wilk normality test
data:  Ex10_2$Control
W = 0.97649, p-value = 0.7264
shapiro.test(Ex10_2$Experimental)
	Shapiro-Wilk normality test
data:  Ex10_2$Experimental
W = 0.97033, p-value = 0.5484

Test for the homogeneity of variances
var((Ex10_2$Control))
[1] 177.9126
var((Ex10_2$Experimental))
[1] 232.6851

Computing the t-test (interval level of measurement)
t.test(Ex10_2$Control,Ex10_2$Experimental)
	Welch Two Sample t-test
data:  Ex10_2$Control and Ex10_2$Experimental
t = -4.9736, df = 56.986, p-value = 6.379e-06
alternative hypothesis: true difference in means is not equal to 0
95 percent confidence interval:
 -25.80824 -10.99176
sample estimates:
mean of x mean of y 
 80.53333  98.93333 
In a situation where the variances are equal, we set to TRUE the argument var.equal= in the t.test() function
t.test(data, var.equal=TRUE)

Computing the chi-square test in R (nominal level of measurement)
Upload the Ex10_3.csv data file into R:
Ex10_3 <- read.csv(file.choose())
Ex10_3
   Gender Pet
1    Male Dog
2  Female Dog
3  Female Cat
4  Female Cat
5    Male Cat
6    Male Cat
7  Female Dog
8  Female Dog
9    Male Cat
10 Female Cat
11 Female Cat
12 Female Cat
13   Male Dog
14   Male Cat
15   Male Cat
16 Female Cat
17   Male Cat
18   Male Cat
19 Female Dog
20   Male Cat
21   Male Cat
22   Male Cat
23   Male Dog
24 Female Dog
25 Female Dog
26 Female Cat
27   Male Dog
28   Male Cat
29 Female Dog
30 Female Cat
Create a two-way table and save it as an object; let us call it ‘tbGP’:
tbGP<-table(Ex10_3)

tbGP
        Pet
Gender   Cat Dog
  Female   8   7
  Male    11   4

Compute the chi-squared test using the function chisq.test():
chisq.test(tbGP)
	Pearson's chi-squared test with Yates' continuity
	correction
data:  tbGP
X-squared = 0.57416, df = 1, p-value = 0.4486

Summary of data and testing for normality
Import the Ex10_4.csv file into R and name it Ex10_4.
To get a summary of the data for both groups, first, install and load the dplyr package:
install.packages("dplyr")
library("dplyr")
group_by(Ex10_4, Groups) %>%
+     summarise(
+         count = n(),
+         median = median(Scores, na.rm = TRUE),
+         IQR = IQR(Scores, na.rm = TRUE)
+     )
The results are displayed below:
# A tibble: 2 x 4
  Groups   count median   IQR
  <fct>    <int>  <dbl> <dbl>
1 posttest   100     82    13
2 pretest    100     68    11

Visualize data using box plots
Install and load the devtools and ggpubr packages and load the ggpubr library:
install.packages("devtools")
install.packages("ggpubr")
library(ggpubr)
Plot the data using boxplots:
ggboxplot(Ex10_4, x = "Groups", y = "Scores", order = c("pretest", "posttest"), ylab = "Scores", xlab = "Groups")

Computing the Wilcoxon test in R
wilcox.test(Scores ~ Groups, data = Ex10_4, paired = TRUE)
	Wilcoxon signed-rank test with continuity
	correction
data:  Scores by Groups
V = 4428, p-value = 6.021e-11
alternative hypothesis: true location shift is not equal to 0

Computing the paired t-test in R
Import the Ex10_5.csv file into R and name it Ex10_5.
We use the same function t.test() as the one presented in Section 10.2 by adding a logical value specifying that we want to compute a paired t-test, paired = TRUE.
t.test(Ex10_5$Before,Ex10_5$After, paired=TRUE)
Paired t-test
data:  Ex10_5$Before and Ex10_5$After
t = -7.003, df = 29, p-value = 1.062e-07
alternative hypothesis: true difference in means is not equal to 0
95 percent confidence interval:
 -23.98909 -13.14424
sample estimates:
mean of the differences 
              -18.56667 

Creating a two-dimensional contingency table for nominal data 
If we want to know if the teachers’ responses change after the inclusion programme, then we have to create a two-dimensional contingency table using the function table(), which is then analysed using the function mcnemar.test().
Import the Ex10_6.csv file into R and name it ‘Inclusion’:
Inclusion <- read.csv(file.choose())
Create a two-dimensional contingency table as an object and name it, for example, ‘incl’:
incl<-table(Inclusion$Before, Inclusion$After)

incl
          
           Agree Disagree
  Agree       23       23
  Disagree    50       24


Computing the McNemar test in R
mcnemar.test(incl)

	McNemar's chi-squared test with continuity correction
data:  incl
McNemar's chi-squared = 9.2603, df = 1, p-value = 0.002342






