Chapter 13: Associations between variables – R Scripts

Computing covariance in R
Import the Ex13_1.csv file into R and save it as an object with the same name:
x13_1 <- read.csv(file.choose())
Compute the covariance between the independent variable ‘Time’ and the dependent variable ‘Scores’ using the function cov():
cov(Ex13_1$Time,Ex13_1$Score)
[1] 12.83333

Computing the correlation coefficient in R
cor(Ex13_1$Time,Ex13_1$Score)
[1] 0.9714977

Computing correlation matrix in R
Import the Ex13_2.csv file into R and save it as an object with the same name:
x13_2 <- read.csv(file.choose())
cor(Ex13_2)
             Time   Physics     Maths
Time    1.0000000 0.9714977 0.9744816
Physics 0.9714977 1.0000000 0.9977987
Maths   0.9744816 0.9977987 1.0000000

Visual representation of the correlation matrix in R
install.packages("GGally")
library(GGally)
ggcorr(Ex13_2, nbreaks = 12,low = "grey",mid="white", high="black")

where low="grey" indicates the colours for negative correlation, mid="white" for mid-range correlation and high="black" indicates the colours for positive correlation. The argument nbreaks=12 specifies the number of breaks or colour levels contained in the colour scale.

Testing for normality of data
Load the data (Ex13_3.csv) into R and name it ‘Ex13_3’. Now carry out the Shapiro–Wilk test:
shapiro.test(Ex13_3$Grades)
	Shapiro-Wilk normality test
data:  Ex13_3$Grades
W = 0.98366, p-value = 0.9123

Computing Pearson’s correlation coefficient in R
cor(Ex13_3$Time, Ex13_3$Grades,, method = "pearson")
[1] 0.7504007
cor.test(Ex13_3$Time, Ex13_3$Grades, method = "pearson")
	Pearson's product-moment correlation
data:  Ex13_3$Time and Ex13_3$Grades
t = 6.0073, df = 28, p-value = 1.794e-06
alternative hypothesis: true correlation is not equal to 0
95 percent confidence interval:
 0.5346803 0.8743049
sample estimates:
      cor 
0.7504007 

Computing Spearman’s correlation coefficient in R
Load the Ex13_4.csv file into R and name it ‘Ex13_4’. Then compute Spearman’s correlation coefficient:
cor.test(Ex13_4$SelfRated, Ex13_4$PeerRated, method = "spearman")
	Spearman's rank correlation rho
data:  Ex13_4_v1$SelfRated and Ex13_4_v1$PeerRated
S = 46.707, p-value = 0.01963
alternative hypothesis: true rho is not equal to 0
sample estimates:
      rho 
0.7169265 
If we round this result to two decimal places we obtain the same result as we previously obtained manually (0.72).

Computing the phy correlation coefficient
Create a contingency table in R named ‘GenderSubjects’ using the function table():
Ex13_5 <- read.csv("C:/Users/Ex13_5.csv") # Import data file into R
View(Ex13_5)
GenderSubjects<-table(EX13_5$Gender, EX13_5$Subjects)
GenderSubjects
           Biology Physics
  Female       2       2
  Male         3       3

Computing the phi correlation coefficient
To use the phi() function, first, we must install the psych package:
install.packages("psych")
library(psych)
Now compute the phi coefficient using the function phi():
phi(GenderSubjects)
[1] 0
We can check this result by calculating the phi correlation coefficient by hand:
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