Chapter 4

Note that this is R Code used in SPSS. Each example below should have the following line added before it (note the period):
BEGIN PROGRAM R.
and the following line after it (note the period)
END PROGRAM.
Read the instructions here to find the version of R you need to run R in SPSS:
https://developer.ibm.com/predictiveanalytics/downloads/ 
You will need to install R, which can be found here
https://cran.r-project.org/bin/ 
Once you have installed the correct version of R, go to 
https://github.com/IBMPredictiveAnalytics/R_Essentials_Statistics/releases
And download the SPSS extension for R. 
More information can be found here
https://www.ibm.com/developerworks/library/ba-call-r-spss/index.html 
[bookmark: _GoBack]

Suppose we planned to perform a two-tailed test with  with an effect size of , where 35 percent of the sample was in group 1 thus . We can use the procedure for the standard normal distribution and the quantile table to find the sample size for 0.9 power ()

or about 17 observations.
alpha <- 0.01
power <- 0.9
T_bar <- 0.35
delta <- 2
N_z <- (qnorm(1-alpha/2)-qnorm(1-power))^2/(T_bar*(1-T_bar)*delta^2)
N_z
## [1] 16.35097
Next, we use the quantile table to find the 0.995 and 0.1 quantiles associated with  degrees of freedom, which are 2.947 and -1.341, respectively. Using these values in the formulas in the book, we find the sample size to be

or about 21 cases (about 8 in one group and 13 in the other). The actual power for this analysis is 0.930, so our approximation gave us more power than we planned.
alpha <- 0.01
power <- 0.9
df <- ceiling(N_z) - 2
T_bar <- 0.35
delta <- 2
N_t <- (qt(1-alpha/2, df)-qt(1-power, df))^2/(T_bar*(1-T_bar)*delta^2)
N_t
## [1] 20.19901
Suppose the same analysis as above, a two-tailed test with  with an effect size of , except now we assume a balanced design. To find the sample size for each group associated with power of 0.9, we again use the procedure for the normal distribution as a first step

or about 8 cases in each group.
alpha <- 0.01
power <- 0.9
delta <- 2
n_z <- 2*(qnorm(1-alpha/2)-qnorm(1-power))^2/(delta^2)
n_z
## [1] 7.439694
Next, we use the quantile table to find the 0.995 and 0.1 quantiles associated with 14 degrees of freedom (since ) which are 2.977 and -1.345, respectively. Using these values in the formula in the book, we find the sample size to be

or about 10 observations per group for a total of 20 observations. The actual power for this design is 0.929.
alpha <- 0.01
power <- 0.9
df <- 2*ceiling(n_z) - 2
delta <- 2
n_t <- 2*(qt(1-alpha/2, df)-qt(1-power, df))^2/(delta^2)
n_t
## [1] 9.339294
Suppose we are planning a test with about 20 percent of cases in the treatment group, so , using a one-tail test with  at power of 0.8 (so ), and wanted to know the minimum detectable effect possible with 82 cases. Using the quantile table, we know that there are  degrees of freedom, and so  and . Thus, the computation for the MDES is

This indicates that this design has the ability to detect an effect size of 0.693 standard deviations.
alpha <- 0.05
power <- 0.8
T_bar <- 0.2
N <- 82
df <- N-2
mdes <- (qt(1-alpha, df)-qt(1-power, df))/sqrt(N*T_bar*(1-T_bar))
mdes
## [1] 0.6930301
Suppose we are planning a one-tail test with  at power of 0.8 (so ), and wanted to know the minimum effect possible with 82 cases. This time, the sample is balanced with 41 cases in each group. Again, using the quantile table, we know that there are  degrees of freedom, and so  and . Thus, the computation for the MDES is

This indicates that this design has the ability to detect an effect size of 0.554 standard deviations.
alpha <- 0.05
power <- 0.8
n <- 41
df <- 2*n-2
mdes <- (qt(1-alpha, df)-qt(1-power, df))*sqrt(2/n)
mdes
## [1] 0.5544241
