Chapter 5

Note that this is R Code used in SPSS. Each example below should have the following line added before it (note the period):
BEGIN PROGRAM R.
and the following line after it (note the period)
END PROGRAM.
Read the instructions here to find the version of R you need to run R in SPSS:
https://developer.ibm.com/predictiveanalytics/downloads/ 
You will need to install R, which can be found here
https://cran.r-project.org/bin/ 
Once you have installed the correct version of R, go to 
https://github.com/IBMPredictiveAnalytics/R_Essentials_Statistics/releases
And download the SPSS extension for R. 
More information can be found here
https://www.ibm.com/developerworks/library/ba-call-r-spss/index.html 
[bookmark: _GoBack]


Suppose that we wish to find the sample size for each group in a balanced design to detect an adjusted effect size of , where the correlation between the outcome and covariate was about  but the correlation between the treatment groups and covariate was smaller at  We first determine an approximate sample size using the quantiles of the standard normal distribution. If we assume a two-tailed test at  and wish to have 0.8 power, the useful quantiles of the standard normal distribution are  and , thus the sample size is approximately

or about 12 cases per group.
alpha <- 0.05
power <- 0.8
delta <- .7
rho_yxw <- 0.8
rho_Tx <- .1
n_z <- 2*(qnorm(1-alpha/2)-qnorm(1-power))^2/(delta^2)*(1-rho_yxw^2)/(1-rho_Tx^2)
n_z
## [1] 11.64954
We then use this with the appropriate -distribution quantiles with  degrees of freedom, where  and 

or about 13 cases per group.
alpha <- 0.05
power <- 0.8
df <- 2*ceiling(n_z) - 3
delta <- .7
rho_yxw <- 0.8
rho_Tx <- .1
n_t <- 2*(qt(1-alpha/2, df)-qt(1-power, df))^2/(delta^2)*(1-rho_yxw^2)/(1-rho_Tx^2)
n_t
## [1] 12.81764
Suppose that for a two-tailed test at  with power of 0.8 (so ) we planned a balanced study with  cases per group, so we have  degrees of freedom. We also planned on the correlation between the outcome and covariate to be about  and the correlation between the treatment groups and covariate to be smaller at . The minimum detectable effect size for this design, where  and , is

or about a 0.499 adjusted effect size.
alpha <- 0.05
power <- 0.8
n <- 24
df <- 2*n-3
rho_yxw <- 0.8
rho_Tx <- .1
mdes <- (qt(1-alpha/2, df)-qt(1-power, df))*sqrt(2/n)*sqrt((1-rho_yxw^2)/(1-rho_Tx^2))
mdes
## [1] 0.498521
Suppose in the example BMI data presented in the book that there was no correlation between the treatment assignment and the covariate. Recall the effect size from the unadjusted analysis using the example data is about . Also suppose we expected to have a covariate that had a correlation with the outcome of  but no correlation with the treatment indicator so . The non-centrality parameter for the original analysis was 2.397, which was associated with power of 0.651 with 48 degrees of freedom. If we had a covariate that was highly correlated with the outcome such that , the new non-centrality parameter would be

This would be our -statistic, which is associated with a power of nearly 1.
alpha < 0.05
## [1] FALSE
delta <- 0.678
rho_yxw <- .9833
n <- 25
df <- 2*n-3
ct <- qt(1-alpha/2, df)
ct
## [1] 2.011741
lambda <- delta*sqrt(n/2)*sqrt(1/(1-rho_yxw^2))
lambda
## [1] 13.17141
beta <- pt(ct,df,lambda) - pt(-ct,df,lambda)
power <- 1-beta
power
## [1] 1
Suppose we expected an effect size of  and believed we could use a covariate that was uncorrelated with the treatment variable that would be correlated with the outcome at . If we wanted to test our hypothesis with an  two tailed test and wanted to achieve power of 0.9 (so ), we would first approximate the sample size using the formulas in the book,  and 


or about 20 cases per group.
alpha <- 0.01
power <- 0.9
delta <- .75
rho_yxw <- 0.8
n_z <- 2*(qnorm(1-alpha/2)-qnorm(1-power))^2/(delta^2)*(1-rho_yxw^2)
n_z
## [1] 19.04562
We then use this value with our quantile table, taking the row of 35 degrees of freedom (we should use the degrees of freedom of  and a computer, since this entry is not in the quantile table, but we can round down for this example) for  quantile values of  and ,


or about 21 cases per group.
alpha <- 0.01
power <- 0.9
df <- 2*ceiling(n_z)-3
delta <- .75
rho_yxw <- 0.8
rho_Tx <- .1
n_t <- 2*(qt(1-alpha/2, df)-qt(1-power, df))^2/(delta^2)*(1-rho_yxw^2)
n_t
## [1] 20.68802
Suppose we knew that we would have a sample size of  in each group, and believed we could use a covariate that was uncorrelated with the treatment variable that would be correlated with the outcome at . If we wanted to test our hypothesis with  two tailed test and wanted to achieve power of 0.9 (so ), so we would use  and . The smallest possible effect that we could detect would be, using

alpha <- 0.01
power <- 0.9
n <- 12
df <- 2*n-3
rho_yxw <- 0.8
rho_Tx <- .1
mdes <- (qt(1-alpha/2, df)-qt(1-power, df))*sqrt(2/n)*sqrt(1-rho_yxw^2)
mdes
## [1] 1.017652
