Chapter 6

Note that this is R Code used in SPSS. Each example below should have the following line added before it (note the period):
BEGIN PROGRAM R.
and the following line after it (note the period)
END PROGRAM.
Read the instructions here to find the version of R you need to run R in SPSS:
https://developer.ibm.com/predictiveanalytics/downloads/ 
You will need to install R, which can be found here
https://cran.r-project.org/bin/ 
Once you have installed the correct version of R, go to 
https://github.com/IBMPredictiveAnalytics/R_Essentials_Statistics/releases
And download the SPSS extension for R. 
More information can be found here
https://www.ibm.com/developerworks/library/ba-call-r-spss/index.html 
[bookmark: _GoBack]

Suppose we were planning a cluster randomized trial for a new student curriculum. Our test will be a two-tailed test with  and we wish to achieve power of 0.8. We plan to randomize schools to treatment conditions, and for each school we expect to have  students. We expect that the treatment will improve math scores by  population standard deviations. We expect that the intraclass correlation of math scores within schools is about , and that the covariate at the student (unit) level explains about a proportion of  of the variance and about  at the school (cluster) level. The first step is to calculate the design effect, 


Next, we use the normal approximation to find an approximate number of clusters needed. That means that  and . Using these values and the design effect we calculated, we find

or about 6 schools (clusters) per treatment.
alpha <- .05
power <- 0.8
n <- 30
delta <- .5
rho_intra <- .2
R2_unit <- .25
R2_cluster <- 0.64
D <- 1+(n-1)*rho_intra- (R2_unit+(n*R2_cluster-R2_unit)*rho_intra)
D
## [1] 2.76
m_z <- 2*(qnorm(1-alpha/2)-qnorm(1-power))^2*D/(n*delta^2)
m_z
## [1] 5.776775
We then use this number and the -distribution quantiles in the Appendix to refine our estimate, using  degrees of freedom ( for the one the cluster level covariate). Thus,  and  and


or about 8 schools (clusters) per treatment group for a total of 16 schools. The actual power of this design is higher than 0.8 (0.861) because we rounded the sample sizes up.
df <- 2*ceiling(m_z)-2-1
m_t <- 2*(qt(1-alpha/2, df)-qt(1-power, df))^2*D/(n*delta^2)
m_t
## [1] 7.282392
Suppose our resources only allowed for  schools per treatment. We know that since we rounded up in our steps to find the sample size, we may have an acceptable minimum detectable effect with 14 total schools. We can then use the same design effect as before (), and then adjust our  distribution quantiles to  and . Again we plan on  students per school. The MDES is


which is an effect size that is close to the 0.5 we desired in the present example.
n <- 30
m <- 7
df <- 2*m-2-1
mdes <- (qt(1-alpha/2, df)-qt(1-power, df))*sqrt((2*D/(n*m)))
mdes
## [1] 0.4987914
