Chapter 3

[bookmark: _GoBack]Note that this is R Code used in SPSS. Each example below should have the following line added before it (note the period):
BEGIN PROGRAM R.
and the following line after it (note the period)
END PROGRAM.
Read the instructions here to find the version of R you need to run R in SPSS:
https://developer.ibm.com/predictiveanalytics/downloads/ 
You will need to install R, which can be found here
https://cran.r-project.org/bin/ 
Once you have installed the correct version of R, go to 
https://github.com/IBMPredictiveAnalytics/R_Essentials_Statistics/releases
And download the SPSS extension for R. 
More information can be found here
https://www.ibm.com/developerworks/library/ba-call-r-spss/index.html 

Suppose that a difference in means between two groups for some standardized test is expected to be Delta <- 25 from a sample of N <- 100 observations where the population standard deviation is sigma <- 75. Further, suppose a balanced design where n_1 <- 50 observations are in each group, so P_1 <- n_1/N = 0.5. Using R in SPSS, we can calculate lambda as
N <- 100
n_1 <- 50
P_1 <- n_1/N
P_1
## [1] 0.5
Delta <- 25
sigma <- 75
lambda <- Delta/sigma*sqrt(N*P_1*(1-P_1))
lambda
## [1] 1.666667
Once we have a value for lambda, we can take advantage of the fact that a variable Z_quant, which is distributed standard normal, minus a non-centrality value lambda is normally distributed. The way we use this fact is to use the CDF of the standard normal distribution (pnorm) to find the area before a critical value of Z_quant given a level of alpha to estimate the Type II error of a one-tailed test, or the area between critical values to estimate the Type II error for two-tailed tests. With Type II error (beta) in hand, power is then simply 1-beta.
In R, we can use the qnorm function to compute the quantile of the CDF, e.g.,
alpha <- 0.01
tails <- 1
qnorm(1-alpha/tails)
## [1] 2.326348
We can then use the pnorm function to compute the CDF of the normal distribution, e.g.,
pnorm(1.96)
## [1] 0.9750021
Thus, we can find the power of the test above using a one-tail procedure with alpha = 0.01
alpha <- 0.01
tails <- 1
Z_quant <- qnorm(1-alpha/tails)
Z_quant
## [1] 2.326348
diff <- Z_quant - lambda
beta <- pnorm(diff)
beta
## [1] 0.7452708
power <- 1-beta
power
## [1] 0.2547292
In addition, we can find the power of the test above using a two-tail procedure with alpha = 0.01
alpha <- 0.01
tails <- 2
Z_quant <- qnorm(1-alpha/tails)
Z_quant
## [1] 2.575829
diff <- Z_quant - lambda
beta <- pnorm(diff)
beta
## [1] 0.8183679
power <- 1-beta
power
## [1] 0.1816321
Suppose we were going to perform a two-tailed test with  thus , and wished to find the sample size for power of 0.8, so  thus , with an effect size of , where a quarter of the sample was in group 1 thus . Putting these values into the formulas in the book, we arrive at

or about 466 observations (we always round up).
alpha <- 0.05
power <- 0.8
P_1 <- 0.25
delta <- 0.3
N <- (qnorm(1-alpha/2)-qnorm(1-power))^2/(P_1*(1-P_1)*delta^2)
N
## [1] 465.1188
Suppose we were going to perform a two-tailed test with  thus , and wished to find the sample size for power of 0.8, so  thus , with an effect size of . Putting these values into the formulas in the book, we arrive at

or about 175 cases per group for a total of . Notice that all the parameters in this example were the same as in the unbalanced case, and we arrived at a smaller value of .
alpha <- 0.05
power <- 0.8
P_1 <- 0.25
delta <- 0.3
n <- 2*(qnorm(1-alpha/2)-qnorm(1-power))^2/(delta^2)
n
## [1] 174.4195
Suppose we were going to perform a two-tailed test with  thus , and wished to find the sample size for power of 0.8, so  thus , with a sample size of , where a quarter of the sample was in group 1 thus . Putting these values into the formulas in the book, we arrive at

This effect size is a little smaller than the previous example of 0.3 because we increased the sample from 466 to 500.
alpha <- 0.05
power <- 0.8
P_1 <- 0.25
N <- 500
mdes <- (qnorm(1-alpha/2)-qnorm(1-power))/sqrt(N*P_1*(1-P_1))
mdes
## [1] 0.2893465
Suppose we were going to perform a two-tailed test with  thus , and wished to find the mdes size for power of 0.8, so  thus , with a sample size of  per group. Putting these values into the formulas in the book, we arrive at

or an effect size of 0.3, which is what associated with 175 cases per group above.
alpha <- 0.05
power <- 0.8
n <- 175
mdes <- (qnorm(1-alpha/2)-qnorm(1-power))*sqrt(2/n)
mdes
## [1] 0.2995021
