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GLM 1: Comparing Several Independent Means

The final column labelled Sig. tells us the probability of getting an F at least this big if there wasn’t a 
difference between means in the population (see also SPSS Tip 12.1). In this case, there is a probability 
of 0.025 that an F-statistic of at least this size would occur if in reality the effect was zero. Assuming 
we set a cut-off point of 0.05 as a criterion for statistical significance before collecting data, most sci-
entists would take the fact that 0.025 is less than the criterion of 0.05 as support for a significant effect 
of puppy therapy. At this stage we still do not know exactly what the effect of puppy therapy was (we 
don’t know which groups differed). One interesting point is that we obtained a significant experimen-
tal effect yet the error bar plot suggested that no significant difference would be found. This contradic-
tion illustrates how the error bar chart can act only as a rough guide to the data.

Kn owing that the overall effect of puppy therapy was significant, we can look at the trend analysis. 
First, let’s look at the linear component. This contrast tests whether the means increase across groups 
in a linear way. For the linear trend the F-statistic is 9.97 and this value is significant at p = 0.008. 

O utput 12.5

SPSS Tip 12.1
One and two-tailed t  ests in ANOVA 

A question I get asked a lot is ‘is the significance of the ANOVA one- or two-
tailed, and if it’s two-tailed can I divide by 2 to get the one-tailed value?’ 
Obviously I told you earlier not to do that sort of thing (see Section 2.9.5), 
but it’s particularly daft in this context because to do a one-tailed test you 
have to be making a directional hypothesis (e.g., the mean for cats is greater 
than for dogs). When comparing more than two means (as you do with 
ANOVA) you can’t make a directional hypothesis: you can predict only that 
the means will differ somehow. Therefore, it’s invalid to halve the signifi-
cance value of an F.




