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Categorical outcomes: chi-square and loglinear analysis

It is also possible to select a layer variable (i.e., to split the rows of the table into further categories). 
If you had a third categorical variable (as we will later in this chapter) you could split the contingency 
table by this variable (so layers of the table represent different categories of this third variable).

Click  to specify various statistical tests (see SPSS Tip 19.1). Select the chi-square test, the 
contingency coefficient, phi and lambda. Click  in the main dialog box to specify what values 
are displayed in the crosstabulation table. Select Expected because we use these to check the assump-
tions about the expected frequencies (Section 19.5). It is also useful to have a look at the row, column 
and total percentages because these values are usually more easily interpreted than the raw frequencies. 
There are two options that are useful for breaking down a significant effect (should we get one): (1) a z-test 
that compares cell counts across columns of the contingency table ( ), and it’s 
a good idea to  because there will be multiple tests; and 
(2) residuals. Click  in the main dialog box to compute Fisher’s exact test 
(Section 19.3.3) if your sample is small or if your expected frequencies are too low (see Section 19.5). 
Even though we don’t need it for these data I have selected the Exact test option to show you how it is 
used. Click  to return to the main dialog box and  to run the analysis.

SPSS Tip 19.1
Statistical options for crosstabs 

• Chi-s quare: This performs the Pearson chi-square test (Section 
19.3.2).

• Phi and Cramér’s V: These are measures of the strength of 
association between two categorical variables. Phi is used with 
2 × 2 contingency tables (i.e., you have two categorical variables 
and each variable has only two categories). Phi is calculated by 
taking the chi-square value and dividing it by the sample size 
and then taking the square root of this value. If one of the two 
categorical variables contains more than two categories then 
Cramér’s V is preferred to phi because phi fails to reach its minimum 
value of 0 (indicating no association) in these circumstances.

• Goodman and Kruskal’s lambda (λ): This statistic measures the 
proportional reduction in error that is achieved when membership of 
a category of one variable is used to predict category membership 
of the other variable. A value of 1 means that one variable perfectly 
predicts the other, whereas a value of 0 indicates that one variable 
in no way predicts the other.

• Kendall’s statistic: This statistic is discussed in Section 8.4.4.




