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Discovering Statistics Using IBM SPSS Statistics

SPSS Tip 21.2
Estimati on 

There are two methods for estimating the parameters: maximum likelihood (ML), 
which we have encountered before, and restricted maximum likelihood 
(REML). The conventional wisdom seems to be that ML produces more 
accurate estimates of fixed regression parameters, whereas REML pro-
duces more accurate estimates of random variances (Twisk, 2006). As such, 
the choice of estimation procedure depends on whether your hypotheses 
are focused on the fixed regression parameters or on estimating variances 
of the random effects. However, in many situations the choice of ML or 
REML will make only small differences to the parameter estimates. Also, if 
you want to compare models you must use ML.

Ou tput 21.3

Output 21.3 shows the results of the self-test. With baseline quality of life included we find a signifi-
cant effect of surgery on quality of life, F(1, 273) = 4.04, p = 0.045. Baseline quality of life also sig-
nificantly predicted quality of life after surgery, F(1, 273) = 214.89, p < 0.001.

Let’s fit the model again through the Analyze  Mixed Models   menu. As before, ignore 
the first dialog box because, for now, we are ignoring the hierarchical structure of our data. We can 
leave the main dialog box set up as it was before, except that we add baseline quality of life as another 




