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Non-parametric models

the summary table, we now see some histograms and a table containing the test statistic, Fr, for the 
Friedman test (0.2, which we calculated earlier), its degrees of freedom (in this case we had 3 groups 
so the they are 3 − 1, or 2) and the associated p-value (significance). The significance value is 0.905, 
which is well above 0.05, and would typically lead to a conclusion that the weights didn’t significantly 
change over the course of the diet.

The histograms in the output show the distribution of ranks across the three groups. It’s clear that 
the mean rank changes very little over time: it is 1.90 (baseline), 2.00 (1 month) and 2.10 (2 months). 
This explains the lack of significance of the test statistic.

7.7.5 Following up Friedman’s ANOVA 

As with the Kruskal–Wallis test, we can follow up a Friedman test by comparing all groups, or using a 
step-down procedure (Section 7.6.2). The output you see depends on whether you selected All pair-
wise or Stepwise step-down in the drop-down list labelled Multiple comparisons when you ran the 

SPSS Tip 7.4
 Alternatives to Friedman’s ANOVA 

In the ‘Settings’ tab of the dialog box in Figure 7.16 there are other tests that 
can be selected:

Kendall’s W (coefficient of concordance): This is similar to Friedman’s 
ANOVA but is used specifically for looking at the agreement between raters. 
If, for example, we asked 10 different women to rate the attractiveness of 
Justin Timberlake, David Beckham, and Barack Obama we could use this 
test to look at the extent to which they agree. This test is particularly useful 
because, like the correlation coefficient, Kendall’s W has a limited range: it 
ranges from 0 (no agreement between judges) to 1 (complete agreement 
between judges).

Cochran’s Q: This test is an extension of McNemar’s test (see SPSS 
Tip 7.2) and is basically a Friedman test for when you have dichotomous 
data. So imagine you asked 10 people whether they’d like to snog Justin 
Timberlake, David Beckham and Barack Obama and they could answer only 
yes or no. If we coded responses as 0 (no) and 1 (yes) we could do the 
Cochran test on these data.




