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What happens to the predicted probability of voting for Obama as sentiments toward Democrats get 
warmer? The probability of voting for Obama increases, but notice that the increase is not linear (Figure 10.3). 
The lower range of the independent variable, say from 0 to 20, has a relatively modest effect of the probability 
of voting for Obama. The same can be said of the upper range of the independent variable: There’s not much 
difference between 80 and 100 degrees in terms of the voting to re-elect President Obama. However, in the 
middle range of possible thermometer values, from roughly 30 to 70, variation in respondents’ sentiment toward 
the Democratic Party has a large effect on the probability of voting for Obama and the graphic curve shows its 
steepest slope within this range.

Figure 10.3  Predicted Probabilities Curve with an Interval-Level Independent Variable
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In logistic regression models having more than one independent variable, such as our model of voting to 
re-elect Obama that considers sentiment toward Democrats, race, and gun ownership, working with predicted 
probabilities is a bit more challenging, but a basic understanding of odds, logged odds, and probabilities will 
serve you well. Recall that when we estimated this logistic regression model with multiple independent variables, 
we obtained the following equation for the expected logged odds of an Obama vote:

Logged odds(Obama Vote) = a + 0.09*(Dem. Therm.) – 1.23*(White) – 0.57*(Gun Owner)

This equation assumes that the independent variables have additive effects on the logged odds of the 
dependent variable. Thus, for any combination of values of the independent variables, we arrive at an estimated 
value of the logged odds of the dependent variable by adding up the partial effects the predictor variables. 
However, as we’ve seen, the effect of a unit change in an independent variable on the probability of the outcome 
of interest is not linear. So the effect of each independent variable on the probability of the dependent variable 
will depend on the values of the other predictors in the model. Thus, the effect of, say, Democratic Party 
sentiment on the probability of voting for Obama will be different for whites than non-whites, and different for 
gun owners compared to non–gun owners.

We can also use predicted probabilities to visually compare the effects of one independent variable at 
two (or more) values of another independent variable. Such comparisons can provide a clearer picture of the 
interaction relationships between the independent variables and the probability of the dependent variable.

To illustrate, we’ll incorporate race and gun ownership into our analysis of the relationship between 
Democratic Party support and the probability someone voted to re-elect President Obama. Based on our logistic 
regression model, we can identify four subpopulations: white gun owners, white non–gun owners, non-white 
gun owners, and non-white non–gun owners. According to our model, the effect of Democratic sentiment on 
the logged odds of an Obama vote are the same for each group, but the logged odds for white and gun owners 
are lower. To show these differences on a predicted probabilities plot, we’ll calculate the logged odds of an 
Obama vote for each group across the range of possible Democratic thermometer values and then plot the 
corresponding probabilities. For compactness, in the sample code below, we’re computing probabilities from 




