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Coefficients:

(Intercept)      college

     0.3703       0.9203

According to these results, the expected percentage of women legislators in a state equals 0.370 percent 
plus 0.920 times the percentage of the state population that graduated from college. More formally, we write an 
algebraic formula that summarizes this relationship:

Percent women legislators = 0.370 + 0.920*(College Graduation Percent)

On average, a 1-percent increase in the college graduation rate increases the percentage of women legislators 
nearly 1 percent. These results allow us to make informed predictions about the percentage of women legislators 
we would expect in a state based on its college graduation rate. The intercept value, 0.370, represents the expected 
percentage of women legislators when the independent variable, a state’s college graduation rate, is equal to 0. No 
state has a college graduation rate near zero so the intercept value isn’t particularly interesting in this model, but 
it is statistically necessary. Your estimate for a state with, say, a 25 percent college graduation rate would be  
0.370 + 0.920*(50) = 0.370 + 23 = 23.37 percent female legislators. The main statistic of interest, then, is the 
regression coefficient, 0.920, which estimates the average change in the dependent variable for each unit change 
in the independent variable.5

The lm function, when run by itself, will not return complete information about the regression model. To 
see all of the model’s statistics, nest your lm call inside the summary function, or store the model estimated by 
lm as an object and summarize this object.

When we summarize the bivariate regression model of women in state legislatures, R outputs considerably 
more information than the bare lm() function call does. The section labeled Residuals summarizes the 
differences between the values we would expect from our regression equation and the actual data points. We’ll 
discuss residuals more later, but we can see initially that linear regression yields a typical/median residual close 
to zero with some expected values that are too low and others that are too high.

The “Coefficients” section reports the intercept and slope estimates we saw from the bare lm() call. R’s 
Estimate for the intercept, 0.370, is listed first, followed by the estimated effect for a one-unit change in 
the college variable, 0.920. These estimates are now supplemented with vital inferential statistics: standard 
errors, t-values, and P-values (based on two-tailed t-tests). These supplementary statistics are particularly 
important for testing the hypothesized relationship between graduation rates and women in the legislature.

5 Sometimes, it is a good idea to center the independent variable (see Chapter 3 for how to do this) so the intercept term 
represents the expected value of the dependent variable for a typical case, like a state with an average college graduation rate, 
and the slope coefficient stays the same.




