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Take a few minutes to examine the bubble plot in Figure 9.8. To visualize the womleg.2010-attend.pct 
relationship, imagine collapsing the circles onto the y-axis, stacking them up as they would fall, from low values 
of womleg_2015 to high values of womleg_2015. The lower range of the dependent variable would be populated 
with larger circles, and the higher range with smaller ones. Now imagine collapsing the circles onto the x-axis. As 
college increases, from left to right, the circles decrease in size, from high-attending states to low-attending states. 
Thus, when we compare states having lower percentages of college graduates with states having higher percentages 
of college graduates, we are also comparing states having higher percentages of frequent religious service attenders 
with states having lower percentages of religious service attenders. Some of the variation in the percentage of women 
in state legislatures can be attributed to variation in religious service attendance rather than college graduation rates.

The problem you run into superimposing regression lines on a scatterplot when working with the results of 
multiple regression analysis is specifying intercept values. Although the partial effect, or slope, of the x-axis variable 
remains the same regardless of the value of the second independent variable, the value of the independent variable 
that doesn’t define the x-axis can raise or lower the intercept. As discussed, by default, the abline plots a regression 
line with an intercept equal to the intercept of the multiple regression results and a slope equal to the first partial 
regression coefficient. So it would show the partial effect of college graduation rates on the percentage of women 
in state legislatures when the percentage attending religious services is equal to 0, an unrealistic situation. A nice 
solution to this problem is plotting the expected effect of the x-axis variable with the second independent variable 
fixed at its mean value, which is a realistic assumption and will raise or lower the intercept so that the regression 
line goes through the center of the observations. We accomplish this by substituting scale(attend_pct) for attend_
pct in our demonstration code above. Recall from Chapter 3 that the scale function standardizes interval-level 
variables, thus centering our regression line intercept on the mean value of attend_pct.

You can also create three-dimensional figures to depict the relationship between an interval-level dependent 
variable and two interval-level independent variables. To create three-dimensional figures, we’ll use a couple 
of R functions specifically designed for this purpose. Be aware that these specialized functions refer to vertical 
dimension (which was the y-axis in our two-dimensional plots) as the z-axis.

The plot3d function from the rgl package (this package isn’t automatically installed as part of the 
rcompanion package, so you would need to install it) creates a three-dimensional scatterplot that you can 
interact with to see the relationship among variables from different perspectives. The scatterplot3d function from 
the package with the same name allows the user to easily plot regression lines in two dimensions (which defines 
a regression plane). We’ll illustrate basic renditions of both of these three-dimensional figures using our example 

Figure 9.8  Multiple Regression Results with Two Interval-Level Independent Variables
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