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dependent variable is always greatest for the interval containing a probability equal to .5. The instantaneous 
effect is approximately b/4, in which b is the value of the partial logistic regression coefficient.7

MODEL FIT STATISTICS FOR LOGISTIC REGRESSIONS

How strong is the relationship between feelings for the Democratic Party and the likelihood of voting to re-elect 
President Obama? OLS researchers are quite fond of R-square, the overall measure of strength that gauges the 
amount of variation in the dependent variable that is explained by the independent variable(s). For statistical 
reasons, however, the notion of “explained variation” has no direct analog in logistic regression. Even so, 
methodologists have proposed various “pseudo R-square” measures that gauge the strength of association 
between the dependent and independent variables, from 0 (no relationship) to 1 (perfect relationship). The 
function, logregR2, reports several model fit statistics:

# model fit statistics for logistic regression, one independent variable

logregR2(obama.logit)

Chi2 2698.382

Df 1

Sig. <.001

Cox and Snell Index 0.476

Nagelkerke Index 0.645

McFadden's R2 0.483

The Cox-Snell and Nagelkerke indexes, featured in SPSS output (a proprietary data analysis package), 
are popular pseudo R-square measures. Cox-Snell is the more conservative measure—that is, its maximum 
achievable value is less than 1. The Nagelkerke index adjusts for this, and so it generally reports a higher pseudo 
R-square than does Cox-Snell. McFadden’s R-square (familiar to Stata aficionados) is the most conservative of 
the three, returning values closer to Cox-Snell than Nagelkerke. Differences aside, the three measures are never 
wildly divergent, and they do give the researcher a ballpark feel for the strength of the relationship. With values 
in the range of 0.476 to 0.646, you could conclude that Democratic Party sentiment by itself provides a powerful 
explanation of Obama’s re-election.8

One other measure is reported by logregR2, “Chi2”, equal to 2698.382. This is a chi-square statistic, 
and it tests the null hypothesis that the independent variable provides no leverage in predicting the 
dependent variable. In figuring out the most accurate estimates for the model’s coefficients, logistic 
regression uses a technique called maximum likelihood estimation (MLE). When it begins the analysis, 
MLE finds out how well it can predict the observed values of the dependent variable without using the 
independent variable as a predictive tool. So MLE first determined how accurately it could predict whether 
individuals voted for Obama without knowing their Democratic Party sentiment. MLE then brings the 
independent variable into its calculations, running the analysis again—and again and again—to find the 
best possible predictive fit. According to the output from the summary of our logistic regression model 
with one independent variable, svyglm ran through six iterations (labeled “Number of Fisher Scoring 
iterations”), finally deciding that it had maximized its ability to predict voting for Obama by using 
Democratic thermometer scores as a predictive instrument. The amount of explanatory leverage gained 

7 For a discussion of the instantaneous effect, see Pampel, F. C. (2000). Logistic regression: A primer, SAGE University Papers 
Series on Quantitative Applications in the Social Sciences, series no. 07-132. Thousand Oaks, CA: SAGE, 24–26.
8 Cox-Snell’s maximum achievable value depends on the analysis at hand, but it can never exactly equal 1. For a binary 
dependent variable in which the probabilities of 0 and 1 are equal (probability of 0 = .5 and probability of 1 = .5), Cox-Snell 
reaches a maximum of only .75 for a model in which all cases are predicted perfectly. Nagelkerke’s adjustment divides the 
calculated value of Cox-Snell by the maximum achievable value of Cox-Snell, returning a coefficient that varies between 0 and 
1. See Cox, D. R., and Snell, E. J. (1989). The analysis of binary data. London, England: Chapman and Hall; and Nagelkerke, N. 
J. D. (1991). A note on a general definition of the coefficient of determination. Biometrika, 78, 691–692.
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