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The function, logregR2 (based on the descr package’s LogRegR2 function), returns a host of model summary 
statistics, including several “pseudo R-square” measures that help gauge the strength of the relationships. You 
will learn to estimate predicted probabilities, which can be visualized using predicted probability curves. You 
will then exercise and extend these skills, enlisting the classic glm function (from the stats package) to analyze 
one of the unweighted datasets.

THINKING ABOUT ODDS, LOGGED ODDS, AND PROBABILITIES

Consider a binary dependent variable of keen interest in American politics: whether someone votes to re-elect 
the president. When the value of this variable is recorded in a survey of individuals, there are only two possible 
values: Either the survey respondents voted for the president (coded 1 on the binary variable) or they did not 
vote for the president (coded 0). We see this in the NES data when respondents (who voted) were asked whether 
they voted to re-elect President Obama (nes$obama_vote).

We know whether the NES respondents voted for President Obama in 2012, but we don’t know for certain 
who else did. Given some personal details, we might be willing to guess whether someone supported Obama’s 
re-election. Most of us think in terms of the probability of some event occurring, like the probability that a given 
person will vote for the Democratic candidate in an election. No doubt, you’ve heard the term “odds” before, 
probably in the context of betting. Probabilities and odds are related concepts, but they are not the same thing. 
Understanding odds is essential to logistic regression, so let’s define exactly what we mean by odds:

Odds ratio  =  
Number of times event expected

Number of timess event not expected
 

So the odds for a given event occurring, like someone voting to re-elect Obama, can be expressed as a ratio of 
the number of times the event is expected to happen compared to the number of times the event is not excepted 
to happen. So odds of 3:1 suggest that the event will occur three times for every one time it doesn’t occur. Odds of 
1:3 mean the event will occur one time for every three times it doesn’t occur. Odds of 1:1 suggest that the event of 
interest is equally likely to occur and not occur, like the probability of observing a heads when you flip a coin.

Figure 10.1  Relationship between Probabilities and Odds
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We can also define an odds ratio in terms of probability of an event occurring. If P is equal to the probability 
of an event occurring, its inverse, 1 – P, equals the probability of the event not occurring. The odds ratio is equal 
to P/(1 – P).




