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If you’ve estimated a multiple regression model with an ordinal-level independent variable, it can make 
sense to add a line connecting the expected means because there is a logical order to the independent variable 
values. In the preceding example, the order of regions on the x-axis is arbitrary and it doesn’t make sense to 
suggest the expected value of gender inequality between x-axis values.

PLOTTING MULTIPLE REGRESSION RESULTS

In multiple regression, the variable that defines the x-axis is part of the equation, but there are multiple 
independent variables, each defining different dimensions in a visual representation of the data. We can estimate 
many partial regression coefficients, but it’s hard to visualize how an expected value changes along multiple 
dimensions on a two-dimensional page or three-dimensional space.

When we present multiple regression results with graphics, we frequently have to decide what are the most 
relationships to communicate. As a rule of thumb, it’s hard to visualize the effect of more than two independent 
variables on a dependent variable in a single figure because we’re used to seeing things in three dimensions. It 
may be possible to represent additional dimensions using color or varying shapes/sizes, but it’s difficult to make 
sense of all of it at once. We may need to make some simplifying assumptions, such as assuming fixed values of 
some independent variables, to show how varying levels of two independent variables affect expected values of 
the dependent variable.

Since we were generally limited to depicting the effect of two independent variables at once, we’ll discuss 
approaches to plotting multiple regression results in three different situations: two nominal/ordinal-level 
independent variables, one nominal/ordinal-level independent variable and one interval-level independent 
variable, and two interval-level independent variables.8

As an example of a multiple regression model with two nominal/ordinal-level independent variables, recall 
from Chapter 8 our analysis of individuals’ sentiment toward President Obama as a function of gender and 
party identification. There are two possible values of gender (male and female) and three possible values of party 
identification (Democrat, Independent, and Republican). This means our multiple regression results enable us to 
predict the Obama sentiment for six different cases: female Democrats, male Democrats, female Independents, 
male Independents, female Republicans, and male Republicans. To visually represent these estimated values, 
we follow the approach we used above of estimating the regression model, creating a prediction frame for all 
possible combinations of the independent variables, generating expected values for each case based on our model 
results, and, finally, plotting the estimates. As we see in the example below, this approach works with the svyglm() 
function we’ve used with weighted survey data.

8 Another approach, not discussed here, is to plot regression coefficients and their standard errors. This is a versatile way  
to represent the results of regression analysis, particularly with many independent variables. When you plot regression 
coefficients, the x- and y-axes do not represent values of the independent and dependent variables; instead, the x-axis 
represents the values of the regression coefficient and the y-axis ticks correspond to the independent variable labels. The 
coefplot function in the arm package works well.

Figure 9.5  Expected Values from Regression with a Nominal-Level Independent Variable
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