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additive relationship between the independent variable, the dependent variable, and the control variable. In 
an additive relationship, two sets of meaningful relationships exist. The independent variable maintains a 
relationship with the dependent variable, and the control variable helps to explain the dependent variable. 
A third possibility, interaction, is somewhat more complex. If interaction is occurring, then the effect of the 
independent variable on the dependent variable depends on the value of the control variable. The strength 
or tendency of the relationship is different for one value of the control variable than for another value of 
the control variable.

In this chapter, you will learn to analyze relationships when all three variables—the independent 
variable, the dependent variable, and the control variable—are factors. You will also learn to analyze 
relationships in which the dependent variable is numeric and the independent and control variables are 
factors. Because graphic displays are especially valuable tools for evaluating complex relationships, we will 
demonstrate how to obtain multiple line charts. These skills are natural extensions of the procedures you 
learned in Chapter 4.

Box 5.1 provides a summary guide to the data analysis and graphics techniques covered in this chapter. 
For situations in which all the variables—the independent variable, the control variable, and the dependent 
variable—are factors, you will learn controlled cross-tabulation analysis using the xtabC function. When the 
independent and control variables are factors and the dependent variable is numeric, you will perform mean 
comparison with the imeansC function. The plotting function, iplotC, designed to produce multiple line charts 
for controlled mean comparisons, can be adapted (with the creation of an indicator variable) to produce line 
charts for cross-tabulations as well. The iplotC function does not produce a chart legend, so you will learn to  
use R’s classic legend function. All of the functions introduced in this chapter use the design datasets.
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Box 5.1  Analysis Guide

CROSS-TABULATION ANALYSIS WITH A CONTROL VARIABLE

To demonstrate how to obtain control crosstabulations, we will work through an example with the gss datasets—gss for 
a preliminary xtp analysis, then gssD for a controlled comparison analysis using a new function, xtabC. We begin with 
this hypothesis: In a comparison of individuals, those who attend religious services less frequently will be more likely to 
favor the legalization of marijuana than will those who attend religious services more frequently. In this hypothesis, 
attend3, which categorizes respondents’ church attendance as “Low”, “Moderate” , or “High”, is the independent variable.  
The gss dataset contains the variable grass, which records respondents’ opinions on the legalization of marijuana: 
“Legal” and “Not legal”. To stay acquainted with cross-tabulation analysis, we will start by using xtp to analyze the 
uncontrolled relationship between attend3 and grass. In addition to considering whether the hypothesis has merit, we 
will note the tendency of the relationship, and we will apply a non-statistical measure of the relationship’s strength. By 
determining tendency and gauging strength, you are better able to interpret relationships involving control variables.

Recall xtp’s syntax:

xtp(data, depvar, indepvar, optional.weight, plot.options)




