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ordinal independent variables. We’ll define a prediction frame that enumerates the different cases, use our logistic 
regression model results to generate predicted probabilities for each case, and then plot these predictions. For 
demonstration purposes, we’re going to generate and examine our prediction frame first.

# probability profiles for discrete cases

obama.logit2 = svyglm(obama_vote ~ ft_dem + white 

                      + (owngun_owngun=="1. Yes"), design=nesD, 

                      family="quasibinomial")

ft_dem.mean = wtd.mean(nes$ft_dem, nes$wt)

# create, then display prediction frame

prediction.frame = expand.grid(ft_dem=ft_dem.mean, 

                               white=levels(nes$white), 

                               owngun_owngun=levels(nes$owngun_owngun))

prediction.frame       # view object for demo purposes 

> prediction.frame

ft_dem white owngun_owngun

1 51.69163 No 1. Yes

2 51.69163 Yes 1. Yes

3 51.69163 No 2. No

4 51.69163 Yes 2. No

A nice feature of the predict.glm function is that it allows us to set the prediction type to the probability of 
the response (outcome) of interest. We don’t have to use translate logged odds into probability; the predict 
.glm function can do it for us. In the sample plot in Figure 10.5, the vertical line segments represent the 95% 
confidence intervals of our predicted probabilities, which is 1.96 standard errors above and below the point 
estimate, but one can widen or narrow the confidence interval as needed.

Figure 10.4  Predicted Probabilities Curve with Nominal- and Interval-Level Independent Variables
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