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Box 9.1  Visualizing Multiple Regressions with Many Independent Variables

If your multiple regression model has more than two independent variables, you should think about which 
relationships are the most important to visualize because you are generally limited to visualizing relationships in 
three dimensions (i.e., one dependent variable and two independent variables).

Although you can sometimes use the size and/or color of plotting characters to represent varying values 
of additional independent variables, such complicated visualizations may be more confusing than helpful. 
Generally, you want to focus your work on the variables you have hypothesized about. You might want to 
make some simplifying assumptions about the expected values of other explanatory variables in order to plot 
a regression line with a realistic and appropriate intercept. You rarely want to assume that the values of all 
other independent variables are zero; assuming that other independent variables have their mean values is 
more realistic. Consider using the scale function discussed in Chapter 3 to mean-center independent variables 
that appear in your multiple regression model that you don’t want to feature in your visualization of results; 
your plot will then show how the two featured independent variables affect the dependent variable when other 
independent variables are at their mean values.

INTERACTION EFFECTS IN MULTIPLE REGRESSION

Multiple regression is a linear and additive technique. It assumes a linear relationship between the independent  
variables and the dependent variable. It also assumes that the effect of one independent variable on the 
dependent variable is the same for all values of the other independent variables in the model. This assumption 
works fine for additive relationships. However, if interaction is taking place—if, for example, the effect of one 
independent variable depends on the value of another independent variable—then multiple regression will not 
capture this effect. Before researchers model interaction effects by using multiple regression, they usually have 
strong reasons to believe that such effects are occurring in the data.

To illustrate how to estimate and visualize interaction effects, let’s consider public opinion about abortion, a 
controversial and politically important issue. Because some people take a pro-life position on the abortion issue 
for religious reasons, it seems reasonable to hypothesize that individuals with more positive sentiments toward 
Christians as measured on a feeling thermometer may adopt more pro-life positions on the abortion issue than 
those with less positive feelings about Christians. At the same time, however, religious values are more important 
to some people than others. Perhaps the policy views of those who say religion plays an important role in their 
lives are more influenced by their feelings about Christians compared to those who say religion is not important 
to them. Thus, the strength of the relationship between abortion attitudes and evaluations of Christians may 
depend on the importance of religion to the individual.

Figure 9.10  �Three-Dimensional Scatterplot of Multiple Regression Results with Two Interval-Level  
Independent Variables
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