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The odds ratio of low probability events approaches 0; the odds ratio of very high probability events 
approaches infinity. What about the middle ground of events just as likely to occur as not occur? The midpoint 
odds ratio is 1. Because odds ratios have this unbalanced property, we transform odds ratios into logged odds. 
Logged odds is the natural logarithm of the odds ratio: the power to which you would raise base e to obtain 
the odds ratio. The relationship between logged odds and the probability of the event occurring has a nice, 
symmetrical pattern, as you can see in Figure 10.1.

Logged odds are a mathematical transformation of odds ratios. We can define logged odds as log(odds ratio) 
or log(P/(1 – P)). The R function log computes the logarithm of any number greater than 0. The log of a 1:1 
odds ratio is 0, which corresponds to a .5 probability of the event occurring. Although the relationship between 
probabilities and odds ratios is asymmetrical, the relationship between probabilities and logged odds has a nice 
symmetry, as seen in Figure 10.2.

Figure 10.2  Relationship between Probabilities and Logged Odds
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For statistical and substantive reasons, we cannot assume that the relationship between education and voting 
is linear. Garden-variety regression, often called ordinary least squares or OLS regression, assumes a linear 
relationship between the independent and dependent variables.3 Thus, we cannot use lm or svyglm (with its 
defaults setting) to analyze binary dependent variables.

So if we’re interested in analyzing whether someone is likely to vote to re-elect the president, it turns out 
that the statistical approach we take is based on the logged odds of someone voting to re-elect the president. 
Rather than directly estimate either the odds ratio or the probability of an event occurring with regression 
analysis, we use logistic regression analysis to estimate how independent variables affect the logged odds of 
the event, or log(P/(1 – P)). After we estimate the coefficients of a logistic regression model, we can use the 
mathematical relationship between logged odds, odds ratios, and probabilities to say how a change in an 
independent variable affects the probability of an event occurring.

ESTIMATING LOGISTIC REGRESSION MODELS

The logistic regression model is quite OLS-like in appearance. Just as in OLS regression, the constant or 
intercept, “a”, estimates the dependent variable (the logged odds of an event occurring) when the independent 

3 In arriving at the estimated effect of the independent variable on the dependent variable, linear regression finds the line that 
minimizes the square of the distance between the observed values of the dependent variable and the predicted values of the 
dependent variable—predicted, that is, on the basis of the independent variable. The regression line is often referred to as the 
“least squares” line or “ordinary least squares” line.




