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Click the dependent variable, womleg_2015,
into the Dependent box. Click the
independent variable, attend_pct, into the
Independent(s) box. Click OK.

Figure 8-2  Linear Regression Window

First, consider the Coefficients table. The leftmost column, under the heading “Model,” contains the names 
of the key elements in the regression equation. “Constant” is the Y-intercept of the regression line, and “Percent 
frequently attend relig serv” is the label of the independent variable. The numbers along the “Constant” row 
report statistics about the Y-intercept, and the numbers along the “Percent frequently attend relig serv” row 
report statistics about the independent variable. Now look at the first column of numbers, which shows the 
regression coefficient for each parameter. According to these values, the Y-intercept is equal to 44.99, and the 
regression coefficient is –.535. The regression equation for estimating the effect of attend_pct on womleg_2015, 
therefore, is as follows (to make the numbers a bit simpler, we will round to two decimal places):

Percent of state legislators who are women = 44.99 – 0.535*attend_pct.

The constant, 44.99, is the estimated value of Y when X equals 0. If you were using this equation to estimate 
the percentage of women legislators for a state, you would start with 44.99 percent and then subtract .535, or 
about one-half a percentage point, for each percentage of the state’s population who are frequent attenders. So 
your estimate for a state with, say, 50 percent frequent attenders would be 44.99 – .535*(50) = 44.99 – 26.75 ≈ 18 
percent female legislators. The main statistic of interest, then, is the regression coefficient, –.535, which estimates 


