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CORRELATION AND BIVARIATE REGRESSION

Suppose that a student of state politics is interested in the gender composition of state legislatures. Using 
Descriptives to analyze the States dataset, this student finds that state legislatures range from 12.5 percent female 
to 42 percent female. Why is there such variation in the female composition of state legislatures? The student 
researcher begins to formulate an explanation. Perhaps states with lower percentages of college graduates have 
lower percentages of women legislators than do states with more college-educated residents. And maybe a 
cultural variable, the percentage of states’ residents who frequently attend religious services, plays a role. Perhaps 
states with higher percentages of frequent attenders have lower percentages of female lawmakers. Correlation 
analysis would give this researcher an overview of the relationships among these variables. Let’s use Correlate 
and Regression  Linear to investigate.

Open the States dataset. Click Analyze  Correlate  Bivariate. The Bivariate Correlations  
window is a no-frills interface (Figure 8-1). We are interested in three variables: the percentage of frequent 
church attenders (attend_pct), the percentage of college graduates (BA_or_more), and the percentage of  
female state legislators (womleg_2015). Click each of these variables into the Variables panel, as shown in  
Figure 8-1.

Click attend_pct, BA_or_more,
and womleg_2015 into the
Variables panel. Click OK.

Figure 8-1 Bivariate Correlations Window (modified)

By default, SPSS will return Pearson’s correlation coefficients. So the Pearson box, which is already checked, 
suits our purpose. Click OK. SPSS reports the results in the Viewer.


