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womleg_2015. We know from our correlation analysis that Pearson’s r for this relationship is .593. We can now 
see what the correlation “looks like.” Based on Figure 8-3, states with lower percentages of college graduates tend 
to have lower percentages of women legislators. As you move from left to right along the X-axis, values on the 
Y-axis generally increase, just as the positive correlation coefficient suggested.

The scatterplot has other interesting features. Notice that the dots have been overlaid by the linear 
regression line obtained from the analysis we just performed.

Estimated percentage of women legislators = .292 + .878*BA_or_more.

Thanks to this visual depiction, we can see that the linear summary of the relationship, while reasonably 
coherent, is far from perfect. Notice the sparse clarity of the graph. The dots are solid, but the background is 
white, both inside and outside the data space. The axis lines have been removed, leaving only the tick marks, 
which are labeled in round numbers, without decimal points. The two key data elements—the dots representing 
each case and the regression line summarizing the relationship—do not compete for our eye with any other lines, 
colors, or text. The scatterplot in Figure 8-3 comes close to what Edward R. Tufte calls an “erased” graph, a graph 
in which nonessential elements have been deleted. In Chapter 5, we touched on Tufte’s definition of the data/ink 
ratio, the proportion of a graph’s total ink devoted to depicting the information contained in the data. Tufte, a 
leading expert on the visual communication of quantitative information, recommends that the greatest share of a 
graph’s elements should be devoted to data ink—graphic features that convey the essence of the relationship.5 
Let’s recreate this graphic.

Click Graphs  Legacy Dialogs  Scatter/Dot. In the Scatter/Dot window, select Simple Scatter and click 
Define, opening the Simple Scatterplot dialog (Figure 8-4). Click the independent variable (BA_or_more) into 
the X Axis box, click the dependent variable (womleg_2015) into the Y Axis box, and click OK. SPSS summons 
its defaults and cranks out a scatterplot (Figure 8-5). This is a good start, but improvement is always possible. 
Double-click on the image, opening the Chart Editor (Figure 8-6). First we will complement or enhance the data 
elements—add the regression line, make the dots more prominent—and then we will deemphasize the graph’s 
nondata features by whiting out the scatterplot’s fill, border, and axes. Also, we will need to un-bold the axis 
titles. (In SPSS’s default rendering, the bolded axis titles are the first thing one looks at.) Perhaps we also will 
want to modify the X Axis title to make it more presentable.

Click BA_or_more into the
X Axis box. Click womleg_2015
into the Y Axis box. Click OK.

Figure 8-4  Opening Scatter/Dot


