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MLE’s initial know-nothing model—estimating the likelihood of voting without using education or age as 
predictors—returned a –2 log likelihood of 2058.528. After bringing the independent variables into play and 
running through five iterations, MLE settled on a –2 log likelihood of 1768.617, an improvement of 289.911. 
This value, which is a chi-square test statistic, is statistically significant (“Sig.” = .000). This tells us that, 
compared with the know-nothing model, both independent variables significantly improve our ability to predict 
the likelihood of voting.

WORKING WITH PREDICTED PROBABILITIES:  
MODELS WITH ONE INDEPENDENT VARIABLE

You now know how to perform basic logistic regression analysis, and you know how to interpret the logistic 
regression coefficient in terms of an odds ratio and in terms of a percentage change in the odds. No doubt, odds 
ratios are easier to comprehend than are logged odds. And percentage change in the odds seems more 
understandable still. Not surprisingly, most researchers prefer to think in terms of probabilities. One might 
reasonably ask, “What is the effect of a 1-year increase in education on the probability of voting?” 
Inconveniently, with logistic regression the answer is always, “It depends.”

In the first analysis we ran, which examined the voting–education relationship, logistic regression assumed 
that a linear relationship exists between years of education and the logged odds of voting. This linearity 
assumption permitted us to arrive at an estimated effect that best fits the data. However, the technique also 
assumed a nonlinear relationship between years of education and the probability of voting. That is, it assumed 
that for people who lie near the extremes of the independent variable—respondents with either low or high levels 
of education—a 1-year increase in education will have a weaker effect on the probability of voting than will a 
1-year increase for respondents in the middle range of the independent variable. Because people with low 
education are unlikely to vote, a 1-year change should not have a huge effect on this likelihood. Ditto for people 
with many years of schooling. They are already quite likely to vote, and a one-unit increase should not greatly 
enhance this probability. By contrast, in the middle range of the independent variable, education should have its 
most potent marginal impact, pushing individuals over the decision threshold from “do not vote” to “vote.” So 
the effect of a 1-year change in education is either weaker or stronger, depending on where respondents “are” on 
the education variable.

In logistic regression models having more than one independent variable, such as the voted08–educ–age 
analysis, working with probabilities becomes even more problematic. The technique assumes that the 
independent variables have additive effects on the logged odds of the dependent variable. Thus, for any 
combination of values of the independent variables, we arrive at an estimated value of the logged odds of the 
dependent variable by adding up the partial effects of the predictor variables. However, logistic regression also 
assumes that the independent variables have interactive effects on the probability of the dependent variable. For 
example, in the case of younger respondents (who have a lower probability of voting), the technique might 
estimate a large effect of education on the probability of voting. For older respondents (who have a higher 
probability of voting), logistic regression might find a weaker effect of education on the probability of voting. So 
the effect of each independent variable on the probability of the dependent variable will depend on the values of 
the other predictors in the model.

Let’s explore these issues one at a time, beginning with the simple model that used education alone to predict 
voting. Even though we cannot identify a single coefficient that summarizes the effect of education on the 
probability of voting, we can use SPSS to calculate a predicted probability of voting for respondents at each level 
of education. How does this work? Recall the logistic regression equation SPSS estimated in our first analysis:

Logged odds (voting) = –2.068 + .226(educ)


