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variable. An odds ratio of less than 1 says that the odds decrease as the independent variable increases (a negative 
relationship). An odds ratio equal to 1 says that the odds do not change as the independent variable increases 
(no relationship). And an odds ratio of greater than 1 says that the odds of the dependent variable increase as 
the independent variable increases (a positive relationship). An odds ratio of 1.254 means that respondents at a 
given level of education are 1.25 times more likely to have voted than are respondents at the next lower level  
of education. So people with, say, 10 years of education are 1.25 times more likely to have voted than are people 
with 9 years of education, people with 14 years are 1.25 times more likely to have voted than people with  
13 years, and so on.

The value of Exp(B) is sometimes used to obtain an even more understandable estimate, the percentage 
change in the odds for each unit change in the independent variable. Simple arithmetic accomplishes this task. 
Subtract 1 from Exp(B) and multiply by 100. In our current example: (1.25 – 1) * 100 = 25. We can now say that 
each 1-year increment in education increases the odds of voting by 25 percent. As you can see, when the 
relationship is positive—that is, when the logistic regression coefficient is greater than 0 and the odds ratio is 
greater than 1—figuring out the percentage change in the odds requires almost no thought. Just subtract 1 from 
Exp(B) and move the decimal point two places to the right. But be alert for negative relationships, when the odds 
ratio is less than 1. (In the exercises at the end of this chapter, you will interpret negative relationships.) Suppose, 
for example, that Exp(B) were equal to .25, communicating a negative relationship between the independent 
variable and the probability of the dependent variable. The percentage change in the odds would be equal to  
(.25 – 1) * 100 = –75.0, indicating that a one-unit change in the independent variable decreases the odds of the 
dependent variable by 75 percent.

How strong is the relationship between years of education and the likelihood of voting? Consider the table 
labeled “Model Summary,” also shown in Figure 10-3. OLS researchers are quite fond of R-square, the overall 
measure of strength that gauges the amount of variation in the dependent variable that is explained by the 
independent variable(s). For statistical reasons, however, the notion of “explained variation” has no direct analog 
in logistic regression. Even so, methodologists have proposed various “pseudo R-square” measures that gauge the 
strength of association between the dependent and independent variables, from 0 (no relationship) to 1 (perfect 
relationship). SPSS reports two of these: the Cox and Snell R-square and the Nagelkerke R-square. Cox–Snell is 
the more conservative measure—that is, its maximum achievable value is less than 1. The Nagelkerke measure 
adjusts for this, and so it generally reports a higher pseudo R-square than does Cox–Snell.3 These two measures 
are never wildly different, and they do give the researcher a ballpark feel for the strength of the relationship. 
With values in the range of .081 to .117, you could conclude that education, although related to voting, by itself 
provides a less-than-complete explanation of it.

One other measure is reported in the Model Summary table, “–2 Log likelihood,” equal to 1917.633. In some 
ways this is the most important measure of strength produced by logistic regression. By itself, however, the 
magnitude of –2 log likelihood doesn’t mean very much. But scroll up a bit, so that you can view the tables 
labeled “Iteration History” and “Omnibus Tests of Model Coefficients” together on your screen (Figure 10-4).4

Figure 10-3  Logistic Regression Output with One Independent Variable: Variables in the Equation and  
Model Summary

Note: Classification Table not shown.


