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In figuring out the most accurate estimates for the model’s coefficients, logistic regression uses a technique 
called maximum likelihood estimation (MLE). When it begins the analysis, MLE finds out how well it can 
predict the observed values of the dependent variable without using the independent variable as a predictive tool. 
So MLE first determined how accurately it could predict whether individuals voted by not knowing how much 
education they have. The number labeled “Initial –2 Log Likelihood” (equal to 2065.558 and found beneath the 
Iteration History table) summarizes this “know-nothing” prediction. MLE then brings the independent variable 
into its calculations, running the analysis again—and again and again—to find the best possible predictive fit 
between years of education and the likelihood of voting. According to the Iteration History table, SPSS ran 
through four iterations, finally deciding that it had maximized its ability to predict voting by using education as 
a predictive instrument. This final-step log likelihood, 1917.633, is recorded in the Iteration History table and it 
also appears in the Model Summary table. This final number represents the “know something” model—that is, it 
summarizes how well we can predict voting by knowing education.

The amount of explanatory leverage gained by including education as a predictor is determined by 
subtracting the final-step –2 log likelihood (1917.633) from the initial –2 log likelihood (2065.558). If you 
performed this calculation by hand, you would end up with 147.925, which appears in the Omnibus Tests of 
Model Coefficients table next to “Model.” This number, which could be succinctly labeled “Model chi-
square,” is a chi-square test statistic. In the “Sig.” column of the Omnibus Tests of Model Coefficients table, 
SPSS has reported a P-value of .000 for this chi-square statistic. Conclusion: Compared with how well we can 

This final-step “–2 Log likelihood”
tells us how well we can predict
voting with using education as a
predictive tool.

This “Initial –2 Log likelihood”
tells us how well we can predict
voting without using education
as a predictive tool.

This Chi-square statistic is the
difference between the initial
log likelihood and the final-step
log likelihood.

Figure 10-4  �Logistic Regression Output with One Independent Variable: Iteration History and Omnibus Test of 
Model Coefficients


