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and click Apply. Now we will blank out the newly dimmed axes. Carefully click on the X-axis, but make sure 
not to click on one of the tick labels (Figure 8-10). Depress the Control key and keep it depressed. Click on the 
Y-axis. Now both axes are selected. In the Color panel of the Lines tab, click Line, select white, and click Apply. 
While we are here, we will also delete the unnecessary and distracting digits to the right of the decimal points in 
the axes tick-mark labels. Click the Number Format tab (refer to Figure 8-10). Click in the Decimal Places box 
(which may be empty) and type 0. Click Apply.

By default, SPSS bolds its graphic axis titles. This draws us away from the data and directs us toward a less 
important text element. Click on the X-axis title. Hold down the Control key and click on the Y-axis title 
(Figure 8-11). Both axis titles should now be selected. Click the Preferred Size drop-down and select 10. Click 
the Style drop-down and select Normal. Click Apply. There are two additional text elements to clean up. Click 
on the equation. In Properties, select the Reference Line tab. Uncheck the Attach label to line box (Figure 
8-12). Select the R2 Linear text box, as shown in Figure 8-12. Hit the delete key. Before exiting the Chart Editor, 
you may want to save your chart preferences as a template, which can be opened and applied to future 
scatterplot-editing tasks.7 

MULTIPLE REGRESSION

Before proceeding, let’s review what we have learned thus far about the womleg_2015–attend_pct and 
womleg_2015–BA_or_more relationships. The womleg_2015–attend_pct regression revealed a statistically 
significant negative relationship: The percentage of female legislators declines by .535 of a percentage point, on 
average, for every 1-percentage-point increase in religious attendance. The womleg_2015–BA_or_more 
regression revealed a significantly positive relationship: The percentage of female legislators increases by .878 of a 
percentage point, on average, for every 1-percentage-point increase in college graduates. A researcher who 
performed these analyses to test two separate hypotheses, the “religiosity hypothesis” and the “college 
hypothesis,” might be tempted to conclude that each coefficient (−.535 for religiosity and .878 for college 
degrees) captures the true effect of each variable on the dependent variable. However, this conclusion would be 
unwarranted. Recall this result, revealed in the correlation analysis: The two independent variables are 
themselves rather strongly related (r = −.519). Thus, when we compare states having lower percentages of college 
graduates with states having higher percentages of college graduates, we are also comparing states having more 
highly religious residents with states having fewer highly religious residents. Do states with more college 
graduates have higher percentages of female legislators because they have more college graduates, or because 
they have lower religiosity? How much of the “college effect” is attributable to the “religiosity effect?” Multiple 
regression analysis is designed to disentangle the confounding effects of two (or more) independent variables. 

1. Click anywhere in the
empty space inside the graph.
SPSS puts a selection
mark around the borders.

2. In the Fill & Border tab,
click Fill and select
white. Click Border and
select white. Click Apply.

Figure 8-9  Whiting Out the Border and Fill


