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1. SPSS subtracts the female
mean from the male mean.

2. SPSS reports the mean
difference here.

3. Use the statistics
along the “Equal
variances not
assumed” row.

6. Does the 95%
CI contain H0’s
favorite number?

5. Find P-values here.4. SPSS reports
the t-statistics for
each mean difference.

Figure 6-9  Results of Independent-Samples T Test

needs more information. It needs to know the codes of the two groups you wish to compare. Men are coded 1 
on gender and women are coded 2. (Recall that by right-clicking on a variable you can reacquaint yourself with 
that variable’s codes.) Click Define Groups (Figure 6-8). There are two ways to define the groups you want to 
compare: Use specified values (the default) and Cut point. The choice depends on the situation. If you opt for 
Use specified values, then SPSS will divide the cases into two groups based on the codes you supply for Group 1 
and Group 2. If the grouping variable has more than two categories, then you may wish to use Cut point. SPSS 
will divide the cases into two groups based on the code entered in the Cut point box—one group for all cases 
having codes equal to or greater than the Cut point code and one group having codes less than the Cut point 
code. (You will use Cut point in one of the exercises at the end of this chapter.) Because gender has two codes—1 
for males and 2 for females—we will go with the Use specified values option in this example. Click in the Group 
1 box and type “1,” and then click in the Group 2 box and type “2.” Click Continue, as shown in Figure 6-8. 
Notice that SPSS has replaced the question marks next to gender with the codes for males and females. Click OK.

SPSS runs both mean comparisons and reports the results in the Viewer (Figure 6-9). The top table, labeled 
“Group Statistics,” shows descriptive information about the means of ftgr_gay and ft_rep. The bottom table, 
“Independent Samples Test,” tests for statistically significant differences between men and women on each 
dependent variable. 

We will evaluate the gender difference on the gay feeling thermometer first. From the Group Statistics table 
we can see that males, on average, rated gays at 47.37, whereas females had a higher mean, 55.67. It would appear 
that our alternative hypothesis has merit. The difference between these two sample means is 47.37 minus 55.67, or 
–8.30. (SPSS always calculates the difference by subtracting the Group 2 mean from the Group 1 mean. This value 
appears in the “Mean Difference” column of the Independent-Samples Test table.) The null hypothesis claims 
that this difference is the result of random sampling error and, therefore, that the true male–female difference 
in the population is equal to 0. Using the information in the Independent-Samples Test table, we test the null 
hypothesis (H0) against the alternative hypothesis (HA) that the male mean is lower than the female mean. 

Notice that there are two rows of numbers for each dependent variable. One row is labeled “Equal variances 
assumed” and the other is “Equal variances not assumed.” The statistics along “Equal variances not assumed” are 
generally more conservative, so it is a safer bet to use them.4 In comparing two sample means, SPSS calculates a 
t-statistic using the following formula:

(Group 1 mean – Group 2 mean) / (Standard error of the mean difference).5


