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Collaborative evaluation engages key program stakeholders actively in the
evaluation process. Distance between external evaluators and program staff
is often minimal, based on the assumption that a collaborative stance will
strengthen evaluation results and increase utilization of evaluation findings.
Convincing empirical evidence to support these assumptions is scarce. This
study uses evaluation findings from a county-wide, comprehensive, early
childhood education initiative to support the contention that a collaborative
approach can substantively improve evaluation findings.
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Introduction

Unlike distanced evaluations, collaborative evaluation assumes evaluation results
can be strengthened by actively involving program staff and/or stakeholders in
the evaluation process. It also assumes that by increasing a program’s evaluation
skills, there is a greater likelihood that evaluation findings will be used for
program improvement. To date, however, convincing empirical evidence to
substantiate these assumptions is limited. This study uses findings from a county-
wide, comprehensive, early childhood education initiative to demonstrate that a
collaborative approach to program evaluation can improve evaluation results in
a meaningful way. As a county agent for North Carolina’s statewide Smart
Start program, one Early Childhood Partnership vision is that ‘Every child is
important and deserves a healthier, loving, stimulating, and safe environment
assured by families and a supportive community.’ Objectives to realize these
goals are divided into three major areas: education and care, family support, and
health/translation/other. Since 1995, each year spending an average of US$6
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million, the Partnership has arranged annual contracts with approximately 43
governmental and community support agencies to provide about 50 activities
across the three areas.

For the past four years, an external evaluation team has been working
collaboratively with Partnership staff and contractors to assess program
outcomes. This article presents evidence from the second- and third-year evalu-
ations that demonstrates how programs improved their ability to demonstrate
effectiveness as a result of this collaborative evaluation approach. Its express
purpose is to describe the effects of a collaborative evaluation approach rather
than report the program outcomes observed.

Collaborative Evaluation

The term collaborative evaluation often is used interchangeably with partici-
patory and/or empowerment evaluation. The Topical Interest Group (TIG) in
the American Evaluation Association is called Collaborative/Participatory/
Empowerment Evaluation. Cousins, along with colleagues (1992; 1995; 1996;
1998), has done considerable work in the area of collaborative and participatory
evaluation. He defines collaborative evaluation as ‘any evaluation in which there
is a significant degree of collaboration or cooperation between evaluators and
stakeholders in planning and/or conducting the evaluation’ (Cousins et al., 1996:
210). He includes a number of evaluation approaches within the general rubric
of collaborative evaluation. Conventional stakeholder-based evaluations empha-
size the importance of including various stakeholder audiences in the evaluation.
Some collaborative approaches focus on enhancing evaluation utilization while
others emphasize the importance of empowering participants. Empowerment
evaluation assumes that stakeholders will assume leadership of the evaluation
process. The collaborative approach used for this evaluation evolved from the
circumstances surrounding the evaluation and the authors’ belief that collabora-
tive evaluation would yield the most effective results. For the authors, the term
‘collaboration’ implies that people share responsibility and decision making.
When stakeholders are is asked to provide information for an evaluation, tech-
nically they are participating in that evaluation, but they are not necessarily
collaborators in the evaluation design. Similarly, program participants are usually
not program collaborators in determining the content or direction of the
program. For the authors, collaborative evaluation, rather than the term partici-
patory evaluation, implies the desired level of involvement. To the extent that
they are able, program staff and other stakeholders should be considered part of
the evaluation team. This does not relieve the evaluator of the overall responsi-
bility for conducting the evaluation or producing evaluation results. Evaluators
are engaged because of the expertise they bring to the endeavor, and leadership
for the evaluation resides with that expertise.

Collaborative evaluation is often empowering to participants. They enhance
their understanding of evaluation and gain new skills, two empowering events.
As such, it is a valuable positive outcome of the process but not an intended one
as described by Fetterman (1996) or Burke (1998).
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Collaborative evaluation may be viewed as a natural progression from respon-
sive evaluation. Not only does the evaluation need to be responsive to the
programs’ needs, but it also should be responsive to the needs of the stakeholders
to find the evaluation useful and the needs of the community to have people who
possess expertise in evaluation. Thus, evaluators can improve the general state
of evaluation by taking every opportunity to enhance clients’ ability to appreci-
ate, understand, and conduct evaluations. This is not just conceptually sound but
practically useful as well.

Collaborative evaluation also promotes utilization of evaluation findings.
Utilization of evaluation findings continues to be a central problem in the field
(Ciarlo, 1981; Patton, 1986; Smith, 1988; Stevens and Dial, 1994). Patton (1997)
would probably argue it is the problem in the field. Some assert that the evalua-
tor should be the person responsible for promoting evaluation use (Chelimsky,
1986; Cousins et al., 1996; Knott, 1988; Mowbray, 1988; Weiss, 1998). The authors,
along with others (Fetterman, 1996; Greene, 1987; Guba and Lincoln, 1989;
Levin, 1996; Patton, 1988; Linney and Wandersman, 1996), believe that involv-
ing stakeholders in the evaluation process will improve evaluation utilization.

Program staff often ignore evaluation findings, because they do not understand
them or have not been involved directly in the planning and implementation of
the evaluation process. Distanced evaluators, conducting distanced evaluations,
fail to engage program stakeholders in the evaluation and thereby limit the
potential for the findings to positively influence the program. Logically, if
program personnel are collaboratively involved in the evaluation, then their use
and understanding of the findings should increase.

Collaborative evaluation approaches have long been controversial in the field
(O’Sullivan, 1995). Traditionally, evaluators have debated appropriateness of
roles that involve evaluators directly with program staff, whereas collaborative
evaluators question the relevance and effectiveness of distanced evaluations.
More recently, Stufflebeam (1994) debated with Fetterman (1995) the value of
empowerment evaluation. Scriven (1996a, 1996b) raised objections to collabora-
tive evaluation and the potential co-optation of the evaluator, as familiarity with
programs and program staff increases.

Until recently, Scriven has cast collaborative evaluation as evaluation consult-
ing rather than actual evaluation. Yet, in many instances program staff in
collaborative evaluation can be considered extensions of the evaluation team. As
such, they bring to the evaluation effort different levels of expertise that the team
leader recognizes and incorporates into assignments. From a management
perspective, strengthening evaluation skills among team members is an
extremely desirable practise. Most evaluators who engage in collaborative evalu-
ation believe that the advantages gained in program awareness, staff co-opera-
tion, access to information, quality of information gathered, and enhanced
receptivity to findings, far outweigh the potential for (not the presence of) biased
findings (Fetterman, 1995, 1996; Levin, 1996; Patton, 1997).

While the number and types of collaborative and participatory evaluation
approaches expand, the accumulation of evidence supporting the approach grows
(King, 1998). Much of the literature focusing on participatory evaluation shares

374

Downloaded from evi.sagepub.com at SAGE Publications on July 21, 2015


http://evi.sagepub.com/

O’Sullivan and D’Agostino: Promoting Evaluation through Collaboration

lessons learned from the field (see for example, Coupal and Simoneau, 1998;
Gaventa et al., 1998). This expanding body of evidence is encouraging but does
little to silence those who fundamentally oppose the approach.

The authors practice collaborative evaluation by designing evaluations that
engage clients in the process. The level of engagement varies by program evalu-
ation purpose and client, but generally, the authors seek clients who want to
actively participate in a collaborative evaluation. Additionally, in light of usually
limited evaluation funds, clients/collaborators contribute substantive resources
that allow expanded evaluation activities.

Evaluation Voices: A Type of Collaborative Evaluation

Evaluation of the county Early Childhood Partnership presented a number of
challenges to the external evaluation team. With more than 50 contracted activi-
ties across three programmatic areas, the scope of the evaluation was broad.
Even within the three programmatic areas, a wide array of activities was being
funded. The budget for evaluation was quite modest and for the US$6 million
annually that supported programs, only US$40,000 was available for evaluation.
The special circumstances of the evaluation suggested that the evaluation design
needed to be carefully constructed. Evaluation Voices (EV) was selected as the
approach that would meet many of the design needs.

EV (O’Sullivan and O’Sullivan, 1994, 1998) is an innovative evaluation
approach that combines the elements of cluster evaluation with collaborative
consensus models of community development. Cluster evaluation was created
(Kellogg Foundation, 1991) to strengthen the evaluation expertise among similar
programs, thereby better meeting funders’ needs for program evaluation infor-
mation. The literature supports that many positive gains in evaluation occur as
the result of cluster networking activities (Barley and Jenness, 1993; Henry, 1992;
Jenness and Barley, 1992; Mansberger, 1993; Pearl and Rubino, 1993; Seefeldt,
1992). Community Voices (Callaway et al., 1993) is a leadership development
program process aimed at fostering community problem solving among limited
resource communities; its process points the way to active participation among
constituents. EV combines these two approaches enabling program personnel to
strengthen their ability to critically evaluate program effects.

EV assumes that programs with similar goals can strengthen their evaluation
strategies through cluster networking and must build evaluation expertise from
within. To accomplish this, evaluators focus on a process that:

1. begins with program staff and stakeholders sharing their vision for the
program;

. recognizes the current level of evaluation skill present within programs;

. identifies barriers to strengthening evaluation;

. provides training to overcome the identified barriers to evaluation; and

. generates an action plan to determine next steps in the evaluation process.

O~ wdN

EV currently is being used in the areas of education, non-profit management, and
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sustainable agriculture. Conceptually, EV assumes that effective evaluation is an
ongoing activity that spirals through a consistent process of:

1. perceiving a vision for the program;

2. forming evaluation questions relevant to that vision;

3. designing and implementing an information system to help answer those
questions; and

4. summarizing the information collected so that the vision for the program
may be revisited.

The county Early Childhood Partnership had multiple purposes with multiple
service providers working together to realize the project’s goals. It was essential
that the evaluation process be viewed as something collaborative, something of
use to everyone and not something imposed from the top of the project hierarchy.
Only in this manner would the data collected provide useful information upon
which to implement positive changes and assess project outcomes. Initially,
evaluation networking conferences identified representatives from similar
service providers and invited them to cluster meetings of 12-15 people. While
attendance was voluntary, almost 80 percent of the 52 eligible programs were
represented at the first three cluster meetings. The purpose of these meetings was
to discuss the overall evaluation plan and amend it to fit their needs. Subse-
guently, two EV networking meetings were held with selected service providers
to prioritize important outcomes, share information about program implemen-
tation strategies and evaluation approaches, learn new evaluation techniques,
and identify technical assistance needs. Attendance at these meetings was also
voluntary and averaged between 40 percent and 60 percent.

Implementation of the Evaluation

Initially in 1995, the program director and a committee member from the evalu-
ation advisory group visited the evaluator to discuss the possibilities for evalu-
ation. The Partnership was in its first 18 months of operation and only six months
into the first program implementation year. The program was, and still is, politi-
cally sensitive in the state, which meant that its existence could, in fact, be influ-
enced by evaluation results. The evaluation challenges were impressive: the large
number of agencies collaborating to provide services, the large number of
programs, the limited evaluation funds, and the political sensitivity of the
program to evaluation findings. Also, the fact that the services to be provided
would vary greatly between individuals added to these challenges. As part of one
activity, a child might receive vision screening and no other services from the
program; another child might receive subsidized daycare in a preschool center
that was working on quality enhancement supported by the program, and the
child’s parent(s) might receive home visits from another of the program’s support
services.

Clearly, given the size of the program and the available resources to conduct
the evaluation, no viable evaluation could occur without program contractors
becoming active participants in the evaluation. They would have to supply basic
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information about program services that they had already provided as part of the
state’s mandatory quarterly reporting requirements. Beyond that, these contrac-
tors also would have to collect evaluative evidence about their program accom-
plishments (outcomes). The external evaluation team would need to spend time
working with the contractors, set up data collection systems, design instruments,
analyze data, and conduct focused studies on important evaluative outcomes (e.g.
client satisfaction, quality care, parent education, etc.). Thus, the external evalu-
ation team members could be seen as senior contributors to the evaluation
process, while the programs made important but less sophisticated contributions.
The key to the success of the evaluation rested with the ability of the evaluators
to engage contractors in a collaborative evaluation process. Figure 1 summarizes
facts about the program and lists evaluation activities for the first three years of
the evaluation.

The evaluation team had proposed using EV cluster networking activities as
the way to begin assessing and strengthening evaluation expertise among the
program’s contractors. The evaluation team held evaluation cluster meetings in
the first year of the evaluation to:

e orient contractors to evaluation;

= share the overall evaluation plan;

* explain state reporting requirements;

« help contractors draft annual evaluation plans; and
= share data gathering strategies.

During these meetings and subsequent individual technical assistance visits, the
evaluation team emphasized the importance of finding out what contractors
wanted to know about their activities, which almost always coincided with what
the program wanted to know overall.

The level of evaluation expertise varied greatly by contractor. A few programs
were fairly sophisticated in their evaluation practice, while a corresponding
number had never collected service statistics before. Most were struggling
through the first year of program implementation with the usual delays in hiring,
opening new facilities, launching new programs, etc. The state added to these first
year difficulties as it worked through its own program start-up complexities,
which included changing the format of their quarterly reports three times. The
first year’s evaluation report (O’Sullivan et al., 1996) provided overall service
statistics from programs, shared success stories, reported the results of a survey
to identify quality care standards in the county, and began sharing information
about county-wide indicators of importance (e.g. infant mortality, number of day
care slots in the community, collaboration, etc.).

Building on the year-one activities, the second year of the evaluation began by
transferring the compilation of service statistics to the program office and
working to strengthen contractors’ evaluation plans. EV cluster networking
meetings continued as the way to implement this strategy. Contractors partici-
pated in cluster workshops on evaluation planning that were followed by indi-
vidual technical assistance as required. During these workshops contractors were
told that they would be asked to share interim evaluation results at an Evaluation
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Fair to be held mid-year. During the Evaluation Fair contractors were expected
to report their results by clusters to their peers. At the same time, they were
asked to submit a written report of mid-year accomplishments. The external
evaluation team members were available to assist contractors with implemen-
tation of their evaluation plans. The external evaluation team also worked with
the overall program to develop parent education measures, assess collaboration
and continue to report on important outcome measures. The Evaluation Fair was
held and interim results summarized. At the end of the second year, interim
evaluation results were updated and included as part of the second evaluation
report (O’Sullivan et al., 1997).

By the third year of the evaluation, the evaluation processes established during
the first two years has taken root and successful patterns continued. Evaluation
planning occurred during the beginning of the year, with the Evaluation Fair
scheduled once again for mid-year. Demand for external evaluation services was
such that evaluation team members spent 10-15 hours each week at the program
office, providing technical assistance to contractors and staff. Most contractors
saw the external evaluators as collaborators and requests for technical assistance
increased. Not surprisingly, the quality of evaluation plans improved, as did the
timeliness with which they were submitted. External evaluation team members
also were asked to assist with data analysis for contractor- or program-collected
data. Additional work continued on the identification of parent education
measures and other common instruments.

Method

Anecdotal evidence from the evaluation suggested strongly that the collabora-
tive approach used with contractors was working to strengthen evaluation
findings. Reporting by the contractors at the Evaluation Fairs in 1997 and 1998
provided a unique opportunity to empirically test the assertion that the quality
of reporting had improved. All contractors participated in the overall evaluation.
Thus, they all had the same general reporting requirements. All were supported
by the same external evaluation team and had equal opportunities for cluster
meeting attendance and technical assistance in evaluation. All three years,
contractors presented equivalent, pre-existing differences concerning their evalu-
ation acumen. At the same time, contractors had equal access to evaluation
assistance. Thus, from a research design perspective, each year the evaluation
treatment was constant. Finally, the sheer number of programs would allow
meaningful frequency counts, and differences in activity areas would permit
comparisons across education and care, family support, and health/translation/
other.

The procedure followed for each of the two Evaluation Fairs was uniform.
Programs developed evaluation plans and were told they were expected to
report mid-year. They were asked to make a five-minute presentation by cluster
at the Evaluation Fair and submit a written report that followed a prescribed
format. Evaluation Fair presentations were then summarized by program area
and presented to the Partnership Board. From these summaries the two authors
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independently reviewed the contents and established criteria for review. General
reporting activities (i.e. number of programs not reporting, number presenting at
the Evaluation Fair, number completing written reports, and number reporting
service units) were examined along with the type of outcome data reported.
In addition to activity counts (service units), programs were specifically asked
to report activity results (outcomes). For the purpose of coding the report
summaries, outcomes were divided into the following six categories.

No reporting.

Reporting service units only, rather than sharing outcomes.

Reporting outcomes that were not supported.

Reporting some unsupported outcomes with some data-supported outcomes.
Reporting mostly data-supported outcomes.

Inclusion of comparative data in the outcomes reported.

IS

These categories represent a continuum of evaluation practice (O’Sullivan,
1989). This continuum begins with programs that do not document program
activities; they usually see their charge as implementing the programs that they
passionately promote and do not feel compelled to collect information about
program services. Next on the continuum are programs that view evaluation as
exclusively monitoring (e.g. number of people trained or number of services
provided to the targeted audience is all they report). The next level of evaluation
practice recognizes the importance of outcomes; however, programs report data-
free improvements (e.g. parents increased their knowledge of child development;
the quality of day care improved) without specifying any degree of change. At
the fourth level, programs begin to report some outcomes that specify amount of
improvement/change (e.g. 85% of participants read daily with their children; 5
parents found jobs) but data free outcomes are in the majority. At the fifth level,
the majority of outcomes reported are supported by evidence. Finally, at the most
advanced level, programs report outcome evidence comparatively (e.g. fathers
reported spending, on average, 75% more time playing with their children; 70%
of students showed above average developmental scale scores).

Results

Table 1 shows a comparison of 1997 and 1998 frequencies for how contractors
reported their activities and outcomes achieved at the Evaluation Fair. Contrac-
tors’ reporting results were divided by activity area (education/care, family
support, and health/translation/other) and then are shown combined. Although
there was some fluctuation in contracted activities from 1997 to 1998, approxi-
mately 90 percent of the contractors reported in both years.

Under the education/care category of service, the number of programs
increased from 18 in 1997 to 29 in 1998 and the number of programs not report-
ing increased slightly from one in 1997 to three in 1998. The number of programs
that included service units in their reports increased from 16 in 1997 to 25 in 1998.
In 1998, there were a total of eight new programs, of which one contractor
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submitted separate reports for each of seven activities. Of the eight new
programs, three did not submit any evaluation reports.

Regarding outcomes, there was one program reporting service units only, both
in 1997 and 1998. The number of programs reporting data-free outcomes fell
from 14 to 10. Four of the programs reporting data-free outcomes in 1998 were
new. The number of programs reporting at least one or more data-supported
outcomes together with data-free outcomes increased from two in 1997 to nine
in 1998. The number of programs reporting mostly data-supported outcomes
increased from zero in 1997 to six in 1998. The number of programs reporting
comparative data increased from zero in 1997 to two in 1998.

Under the category of family support, the number of programs decreased from
24 in 1997 to 19 in 1998. Additionally, there were two new programs in 1998 and
the number reporting increased from 14 in 1997 to 19 in 1998. The number of
programs that included service units in their reports increased from 10 in 1997 to
19in 1998.

Regarding outcomes, the number of programs reporting service units only fell
from six in 1997 to zero in 1998. The number of programs reporting data-free
outcomes remained at six both in 1997 and 1998. Two of the programs reporting
data-free outcomes in 1998 were new. The number of programs reporting at least
one or more data-supported outcomes with data-free outcomes increased from
zero in 1997 to eight in 1998. The number of programs reporting mostly data-
supported outcomes increased from two in 1997 to four in 1998. The number of
programs reporting comparative data increased from zero in 1997 to one in 1998.

Under the category of health/translation/other, there were three new programs
in 1998. In 1997, only one program did not report evaluation results and of the
three new programs in 1998, only one did not report any evaluation results. The
number of programs that included service units in their results increased from
five in 1997 to seven in 1998.

Regarding outcomes, the number of programs reporting service units only
decreased from two in 1997 to one in 1998. The number of programs reporting
data-free outcomes decreased from four in 1997 to three in 1998. The number of
programs reporting at least one or more data-supported outcomes with data-free
outcomes increased from zero in 1997 to three in 1998. Unfortunately, in this
category, the programs reporting mostly data-supported outcomes fell from three
in 1997 to one in 1998. There was no change from zero for those reporting
comparative data.

Overall, there were 13 new programs in 1998, with the number not reporting
evaluation results falling from 12 (23.1%) in 1997 to five (8.8%) in 1998. Four of
the five programs that did not report in 1998 were new. The number of programs
that included service units in their evaluation reports increased from 31 (77.5%)
in 1997 to 51 (98.1%0) in 1998.

Regarding outcomes, the number of programs reporting service units only as
their results fell from nine (22.5%) in 1997 to two (3.8%0) in 1998, and the number
of programs reporting data-free outcomes fell from 24 (60%0) to 19 (36.5%). The
number of programs reporting at least one or more data-supported outcomes
with data-free outcomes increased from two (5%) in 1997 to 20 (38.5%0) in 1998.
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The number of programs reporting mostly data-supported outcomes increased
from five (12.5%) in 1997 to 11 (21.2%) in 1998. The number of programs report-
ing comparative data increased from zero in 1997 to three (5.8%b) in 1998.

In terms of strengthening evaluation reporting, the data suggest that contrac-
tors improved the quality of their reporting of program outcomes to a remark-
able extent. Figure 2 graphically demonstrates positive changes in reporting of
outcomes for the top five of six levels on the evaluation continuum. The number
of contractors, who reported service units as outcomes, dropped dramatically
from 22.5 percent to 3.8 percent. Data-free outcome reports were almost halved,
while percent of contractors who used some data to support their outcome
reports rose more than sevenfold. Six more contractors joined those who
reported outcomes that were mostly supported with evidence. Finally, the 1998
Evaluation Fair saw three contractors report outcome results using some
comparative information, whereas in 1997 no contractors used comparative
data.

Conclusions

Overall, the evidence supporting the use of collaborative evaluation methods is
encouraging. Not only did evaluators have the opportunity to use EV with a large
number of programs (43) across different activity areas (education, family
support and health/translation/other), but the same evaluation strategy was used
for all concerned. Additionally, effects were observed during a two-year period.

Most evaluators support collaborative evaluation, based on the assumption
that this approach measurably improves the quality and utilization of evaluation
findings. The findings from this study, while still preliminary, lend strong support
for the quality improvement supposition of collaborative evaluation. The
preliminary nature of these findings also applies to the use of EV components.
Clearly stating reporting requirements, cluster networking or the annual presen-
tation requirement might have been sufficient to produce the effect observed.
Plans to test the assumption that collaborative evaluation improves utilization
are underway.

The Evaluation Fair coupled with evaluation planning has been used success-
fully by the authors in other places with similar programs and with programs
quite different from the one discussed. The opportunity to collect similar
evidence has been limited due to potential program confounds or lack of conti-
nuity across years. Subsequent Evaluation Fair data should further expand and
explore the data trend.
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