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of 822 cases. But we would be wrong for the 696 Democrats and the 461 Republicans. Our 
number of errors without knowing our independent variable is 696 + 461 = 1157.

To find the number of errors we make with knowing the value of our independent vari-
able, we look at each column individually. For those respondents under the age of 30, we 
decided to predict a partisanship of Independent. In this category, we are incorrect for the 
122 Democrats as well as the 64 Republicans. In the category of 30- to 49-year-olds, we 
incorrectly predict that the 248 Democrats and the 168 Republicans will be Independents. 
Among 50- to 64-year-olds, we err in predicting that the 168 Democrats and 124 Republi-
cans are Independents. Finally, among those 65 and older, we incorrectly predict that the 
120 Independents and 105 Republicans are Democrats. Our total number of errors knowing 
the independent variable is 122 + 64 + 248 + 168 + 168 + 124 + 120 + 105 = 1119.

Plugging these two values into the equation for lambda, we get

λ = (errors without - errors with)/errors without

	 = (1157 - 1119)/1157

	 = 0.033

The process of calculating lambda is summarized in Box 10.4. Looking up our lambda of 
0.033 on our guideline Table 10.2, we would say that there is a very weak relationship 
between partisanship and generational age. We can also interpret lambda as a PRE measure: 
By knowing a respondent’s age, we make 3.3 percent fewer mistakes in predicting their 
partisanship.

Limitations of Lambda
Although lambda is a useful measure of association for nominal-level data, it does have its 
limitations. Specifically, if the differences show up in categories that have few cases, 

BOX 10.4  How to Calculate Lambda

1.	 Using the row marginals, identify the modal category of the dependent variable and calculate 
the number of errors without knowing the independent variable by adding up the number of 
cases that are not in the modal category.

2.	 Within each of the columns in the body of the table, find the modal category and add up the 
number of cases that are not in it. The number of errors with knowing the independent variable 
is the sum of errors across each of the columns.

3.	 Calculate lambda by getting the difference between the number of errors without and errors 
with and then dividing by the errors without: λ = (errors without – errors with)/errors without. 
Interpret lambda as a PRE measure: By knowing the independent variable, we make that 
proportion fewer errors in predicting the dependent variable.


