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This measure of association is not found within the Crosstabs command because you 
do not normally create a contingency table for two interval-level variables because the 
size of the table would be unwieldy. Sometimes, you do want to present this kind of a 
relationship in a table. If so, you would first collapse the two variables into ordinal-
level variables. But if you decide to do that, you should still report the Pearson’s r for 
the uncollapsed variables.

BOX 10.5  How to Get a Correlation Matrix with SPSS

>Analyze

>Correlate

>Bivariate

First Variable→Variables

Second Variable→Variables

Third Variable→Variables
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>OK

To get Pearson’s r, you use the “Correlate” command under “Analyze.” You’ll recall that 
normally when you see a statistical analysis that concludes that two variables are corre-
lated, the analysis has measured Pearson’s r. Because you are measuring the relationship 
between two variables, once you indicate you want a correlation, you will designate that it 
be “Bivariate.” The window that opens up will have one box that contains all your variables, 
and an empty “Variables” box into which you can put as many interval-level variables as 
you want. This process is summarized in Box 10.5. The table that SPSS produces in the 
output window is called a correlation matrix. It will have each of the variables you 
requested listed at the top of each column and to the left of each row. Each cell contains 
the bivariate correlation between the variable identified at the top of the column and the 
variable identified at the left of each row.

Because the same variables are in the rows and the columns, correlation matrices have 
an interesting structure. When you look at one, you’ll notice that along the diagonal from 
the upper left down to the lower right, all the correlations are a perfect 1.0. That makes 
sense because that diagonal is the correlation of each variable with itself. Because there is 
a perfect correlation between a variable and itself, the Pearson’s r always equals one. You 
should also notice that the two triangles on each side of the diagonal are mirror images of 
each other. This is because Pearson’s r is a symmetrical measure of association: It calculates 
the same value regardless of which variable is the dependent and which the independent 
variable. Finally, be sure to look within each cell of the matrix; it contains not only the 
Pearson’s r, but also the statistical significance. If you get confused about what each of the 


