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relationship, it can also yield a negative value. Again, to interpret its magnitude, ignore the 
negative sign. In contrast, because lambda, like Cramer’s V, is measuring the relationship 
between two nominal-level variables, it can only yield a positive association. Interpret the 
magnitude of lambda in the same way as you did Cramer’s V.

BOX 10.1  Numbers in the News

When the British granted India its independence in 1947, they knew that there would be conflict 
between the Hindus and Muslims in the new nation. As a result, the territory was divided into two 
countries, India and Pakistan, with the expectation that Hindus would migrate into the new India 
and Muslims into Pakistan. That migration was fraught with problems, and today, there are still many 
Muslims in India. Recently, Gallup did a study of India to see the impact that religious preference has 
on its citizens. The results indicate that although Muslims in India are equally satisfied with most 
aspects of the government, they struggle more economically.1 Although we might assume on his-
torical grounds that the religion of Indian citizens would have political consequences, measures of 
association allow us to identify those effects that are more pronounced.

PEARSON’S R

We use the language of positive and negative relationships because it reflects how we pic-
ture relationships graphically. By graphing a set of points, if we see that the values of our 
dependent variable (measured on the y-axis) increase as the independent variable (on the 
x-axis) increases, then we know that the best fitting line for those data points would have 
a positive slope like Figure 10.1. Conversely, if the values of the dependent variable 
decrease as you move to the right, the best fitting line will have a negative slope like Figure 
10.2. For Pearson’s r, though, we do not actually want the slope (although we’ll calculate it 
in Chapter 12 when we address regression analysis) because the slope can take on any 
value depending on the units of the variables. Instead, we want our measures of association 
to be constrained to always be less than one. This allows us to compare the strength of 
relationships across different variables regardless of the scale we use to measure them.

Getting a Visual Intuition for Correlation
Intuitively, then, it would make sense to think of our variables in terms of z-scores instead 
of the absolute scale of our particular measures. You’ll remember from Chapter 5 that for 
a z-distribution, the mean value of a variable is set to zero. If the variable is normally dis-
tributed, half the cases are above the mean and the other half are below it. Furthermore, 
two-thirds of the cases are within one standard deviation of the mean, although a few cases 
are spread beyond that point in both directions. To visualize the notion behind Pearson’s r, 
you want to take what you know about a univariate z-distribution and change the y-axis 
from the frequency of the independent variable to the value of the dependent variable. If 


