
CHAPTER 6    Means Testing: Sampling a Population 161

±t(s.e.) = X  − μ

	μ  ±t(s.e.) = X  − μ + μ

	μ  = X ±t(s.e.)

From the sample data, we can find the sample mean and standard error.

prob = 0.05/2 = 0.025

100−95 = 5% probability

95% probability

Figure 6.4 Curve for 95% Confidence Interval

To find our t-score, we need to use a bit of logic. Remember how, with z-scores, the first 
step was always to draw a picture of a normal curve and insert the information that we are 
given? Let’s do that now in Figure 6.4. We know that we want to be 95 percent confident, 
which means that we want to use the t-score for which 95 percent of the distribution is 
symmetrical around the mean and 5 percent of the distribution is in the two tails. Because 
the tails are symmetrical, we can split that 5 percent in half to find the probability of being 
in one tail. So we want the t-score for which one tail has a probability of 0.025. If the 
sample size is large, then t = 1.96. So for a large sample, we can rewrite the confidence 
interval as

μ = X ±1.96(s.e.)

All we need then are the mean and standard error for any large dataset and we can calculate 
the confidence interval.

The National Center for Education Statistics is charged with collecting data on the qual-
ity of education in the United States, and it collects a wide variety of data. For example, it 
collects average test scores in math as well as other subject areas. In 2009, the average 
math score for twelfth graders was 153 on a scale from 0 to 300.12 Along with the mean, 
they reported a standard error of 0.7. With that information, we can calculate a 95 percent 


