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enough, this would be normally distributed around the mean. But as samples get smaller, 
the distribution gets mushed down into a flatter, wider distribution because small samples 
don’t do as good of a job of estimating—there will be more error. With a small sample size, 
the distribution is called a “Student’s t” distribution. This is not because only students use 
it. Rather, the statistician who developed it was working for Guinness Brewery at the time 
and, because of a previous bad experience, they prohibited their employees from publish-
ing for fear of leaking trade secrets. William Sealy Gosset thought his discovery of the 
t-distribution was more of an important mathematical finding than a trade secret, so he 
decided to publish his finding anonymously so he wouldn’t get into trouble. As a result, 
he signed this article (and others) “Student.”8 The t-distribution is usually published in the 
appendix of statistics textbooks right after the z table. Find it at the end of this book now. 
(See Appendix 4, page 445.)

BOX 6.1  Numbers in the News

In the 2012 presidential election, many polls predicted that Mitt Romney would receive more votes 
than he actually did. Because Gallup pollsters were concerned that their prediction was so far off, 
they worked with political scientists at the University of Michigan to find the cause.9 Their report 
identified various differences between the poll’s sample and the population of voters, each of which 
overrepresented Romney voters. For example, in sampling the Midwest, the poll overrepresented 
Midwesterners from the central time zone (who were more supportive of Romney) and underrepre-
sented those from the eastern time zone (who were more supportive of Obama). By identifying those 
variables where the poll sample differed from the population of voters, Gallup was able to modify its 
research design to provide more accurate election predictions.

The t-score is very similar to the z-score. With the z-score, you compared a particular 
value of X with the mean to discover how many standard deviations X is from the mean. 
With a t-score, you compare a sample mean ( X ) with a population mean (μ) to see how 
many standard errors away from the mean the sample is. We gave the z-score as

z = (X − μ)/σ

The t-score looks very similar:

t = ( X  − μ)/s.e.

With the t-score, you can identify the probability of observing the sample mean if, in 
reality, the population mean is accurate.

Because the standard error is dependent on the sample size, the t-distribution is also 
dependent on the sample size. There is a different distribution for each possible sample 
size. If you wanted as much information as a z table contains, you would need to have a 


