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Now picture this distribution as a composite of what you would get if you took two 
separate smaller distributions and added them together. Each of the two distributions has 
a different mean with a different distribution around the mean, as shown in Figure 7.2. The 
two distributions may overlap, but they really do peak at different places. If we didn’t know 
that they came from two different groups, though, we would have combined all the cases 
together and it would look like the single distribution of Figure 7.1. But because we do 
know that they come from different groups, it is easy to see that the cases are actually 
distributed around their group means. For each of the groups, we can calculate the ubiqui-
tous sum of squares around that group’s mean. You can imagine that these two parallel 
distributions are much tighter than the original one was. There is still variation in each of 
the curves where each data point is a certain distance from the group mean. We call that 
the “Within-group Sum of Squares.” We haven’t explained that variation. But the difference 
between the Total Sum of Squares and the Within-group Sum of Squares is the amount of 
variation we were actually able to explain by knowing to which group each case belonged. 
We call that the “Between-group Sum of Squares.” In equation form, these three different 
sums of squares relate as follows:

Total Sum of Squares = Within-group Sum of Squares + Between-group Sum of Squares

	 TSS = WSS + BSS

Because the TSS is a constant for a particular variable from any given sample, we know 
that WSS and BSS must be inversely related. The higher the variance around the group 
means, the less variance that has been explained by group membership. Conversely, the 
tighter the distribution around the group means, the more variance explained by 
membership in the groups.
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