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that there probably is a relationship, we would describe it as very weak. For the relation-
ship between region and corruption, we calculated an eta-squared of 0.22. If we take the 
square root of that, we get eta = 0.47. We can conclude that there is a strong relationship 
between corruption and region.

On occasion, when you look at the relationship between two variables, you will find 
that it has a strong measure of association but is not statistically significant. The stan-
dard is that if the statistical significance does not allow you to reject the null hypothesis, 
you do not ask how strong the relationship is. It doesn’t make sense to indicate how 
strong a relationship is if you don’t think a relationship exists. But this is unusual, so it 
is worth asking why it occurred in the instance you are analyzing. It could be that (as 
with the example of corruption in the post-Soviet states) you have too few cases, and if 
you were able to increase your sample size, the relationship would become statistically 
significant. It could be that you have one or more outliers that are boosting up the rela-
tionship artificially. Or it could be that something else weird is going on. If you run 
across a relationship that has a nice measure of association but is not statistically sig-
nificant, it is worth looking at the data to see what happened. Maybe you can fix the 
problem. But if you can’t, just report that because it is not statistically significant, you 
cannot reject the null hypothesis.

Eta-squared is member of a special class of measures of association called Proportional 
Reduction in Error, or PRE, measures. PRE measures give us a measure of how well we can 
predict the value of the dependent variable if we know the value of the independent variable. 
For eta-squared, we know that group membership accounts for a particular proportion of 
the variance of the dependent variable. So if η2 = 0.70, we can say that the independent vari-
able explains 70 percent of the variance of the dependent variable. For the corruption in 
post-Soviet states, we calculated η2 = 0.22. We can conclude that region explains 22 percent 
of the variance of the corruption found in post-Soviet states. Usually, you will not get an 
eta-squared that is very high. Think about it: You have a full distribution of values of your 
dependent variable similar to Figure 7.3. If you draw lines at two or three points along that 
continuum, even if those points are widely spaced, the clusters around those points would 
have to spread fairly wide. A limited number of categories simply cannot explain all the 
variance of a continuous variable. If two categories can explain even 20 percent of the vari-
ance, that’s pretty impressive.

Table 7.3 How to Interpret Measures of Association

Measure of Association (X) Qualitative Interpretation

0 ≤ X < 0.10 Very Weak

0.10 ≤ X < 0.20 Weak

0.20 ≤ X < 0.30 Moderate

X ≥ 0.30 Strong


