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BOX 9.2  How to Calculate Chi-Square

1.	 Set up a work table with eight columns where each cell from the contingency table gets its own 
row. Identify each cell in the first column.

2.	 Copy the observed cell frequencies into the second column of your work table. Copy the 
marginal row proportion into the third column and the column n into the fourth.

3.	 In the fifth column, calculate the expected value by multiplying the row proportion (column 3) 
by the column n (column 4): E(X) = (row proportion) × (column n).

4.	 In the sixth column, subtract the expected value (column 5) from the observed frequency 
(column 2): fx − E(X).

5.	 In the seventh column, square the difference between the observed and expected values 
(column 6): [fx − E(X)]2.

6.	 In the last column, divide the squared difference (column 7) by the expected value (column 5):  
[fx − E(X)]2/E(X).

7.	 Calculate the chi-square by adding up the values in the final column: χ2 = Σ[fx − E(X)]2/E(X).

8.	 Find the statistical significance by looking this up on a chi-square table. Find the row for the 
correct degrees of freedom: d.f. = (c − 1)(r − 1). If your chi-square is larger than the value in the 
table, the relationship between the two variables is statistically significant and you can reject 
the null hypothesis.

CRAMER’S V

Chi-square calculates the probability of observing a relationship between two variables as a 
result of random error—if, in reality, there is no relationship. The next question we always 
ask is how strong the relationship appears to be. There are many measures of association, 
but, in this chapter we will look at Cramer’s V, which is a measure of association related to 
chi-square. The limitation of chi-square is that it is strongly related to the number of cases 
and the size of the table. If you have a large enough sample size, the sum of the difference 
squared is almost inevitably going to get big. So it is really important to factor that in. But 
also the more cells a table contains, the more likely you are to find patterns simply due to 
chance. So in addition to compensating for sample size, Cramer’s V also compensates for 
the size of the table. To compensate for sample size and table size, Cramer’s V divides chi-
square by the sample size multiplied by whichever is smallest—the number of rows minus 
one or the number of columns minus one. Finally, it takes the square root to find a value 
that approximates the average difference between the expected and the observed.

Cramer’s V = χ2 / mn


