
Review of Educational Research
December 2014, Vol. 84, No. 4, pp. 487–508

DOI: 10.3102/0034654314532697
© 2014 AERA. http://rer.aera.net

487

A Review of Missing Data Handling Methods in 
Education Research

Jehanzeb R. Cheema
University of Illinois at Urbana-Champaign

Missing data are a common occurrence in survey-based research studies in 
education, and the way missing values are handled can significantly affect 
the results of analyses based on such data. Despite known problems with 
performance of some missing data handling methods, such as mean imputa-
tion, many researchers in education continue to use those methods as a quick 
fix. This study reviews the current literature on missing data handling meth-
ods within the special context of education research to summarize the pros 
and cons of various methods and provides guidelines for future research in 
this area.
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Missing data are encountered regularly by researchers in education research. 
Most large-scale, especially nationally representative, education data sets in the 
United States contain thousands of individual cases. Unfortunately, such data are 
seldom complete. Presence of missing data on one or more variables of interest 
for a proportion of the sample has become a rule rather than an exception in large-
scale survey research (Acock, 2005; McKnight, McKnight, Sidani, & Figueredo, 
2007; Peng, Harwell, Liou, & Ehman, 2006). A study that contains many vari-
ables with a relatively small number of missing values can cause significant attri-
tion in the total effective sample size. For example, a data set containing 500 
observations and 10 variables with 10% of the data independently missing on 
each variable can reduce the effective sample size with listwise deletion to just 
0.910 × 500 = 175. For many methods of analysis such attrition in sample size can 
force the researcher to choose alternative methods due to the fall in power as a 
result of the reduction in n.

There are various reasons why data may be missing in surveys. Sometimes it 
is because the respondents intentionally ignore certain questions. For example, a 
respondent may not feel comfortable answering questions about his or her salary 
or his or her criminal record. In some cases, a respondent may genuinely forget to 
answer a specific question or an interviewer may forget to ask a question. Other 
reasons for missing data include the inapplicability of a certain question to the 
respondent or the inability of the respondent to answer a question, for example, 
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due to the respondent’s death in a longitudinal study (Allison, 2001; Groves et al., 
2004). The current literature offers many missing data imputation methods rang-
ing from very simple, such as mean (or median) imputation where missing data on 
a variable are substituted simply by the mean (or median) of nonmissing data, to 
relatively complex procedures, such as maximum likelihood expectation-maximi-
zation, which assigns random initial values to missing data and then proceeds to 
maximize the expectations formed with those initial values in an iterative sequence 
(Dempster, Laird, & Rubin, 1977).

Past studies that dealt with imputation of missing data go as far back as the 
1930s. For example, Wilks (1932) proposed a maximum likelihood method for 
imputation of missing data in bivariate normal distributions. With the availability 
of industrial-scale computing, a surge in interest related to missing data imputa-
tion occurred during the 1950s and 1960s (Afifi & Elashoff, 1966; Buck, 1960; 
Edgett, 1956). During these decades several advanced methods for handling miss-
ing data, such as linear regression, were introduced. However, lack of statistical 
packages that could deliver advanced imputation methods and the scarcity of 
computing resources at the disposal of individual researchers meant that there was 
little progress in application during that time. There was resurgence in interest in 
missing data imputation in the early 1980s and 1990s because of the accessible 
statistical packages that could easily implement such methods and widespread 
access to computing resources. These developments allowed a large number of 
researchers unprecedented access to large-scale data sets, and as a result, there 
was an increase in the number of new missing data imputation methods and their 
applications (Brick & Kalton, 1996; Hong & Wu, 2011; Zhou, Wang, & Dogherty, 
2003).

Although the best way to deal with missing data is to look at each data set 
individually and determine the requirements for handling its missing data based 
on the specific features of that data set, education researchers often do not possess 
the expertise required to identify and implement the best handling method appli-
cable to their specific requirements (McKnight et al., 2007), and they often use 
simpler but easier-to-implement readymade methods provided by popular soft-
ware packages, sometimes not even realizing that the use of an incorrect method 
can introduce serious bias in their estimation results (Allison, 2001; Wayman, 
2003).

The reasons for not possessing sufficient expertise to understand and apply 
advanced statistical methods vary among education researchers. Murtonen and 
Lethtinen (2003), for example, identified factors such as receiving superficial 
instruction, difficulty in linking theory with practice, difficulty of content 
involved, inability to visualize an integrative picture of research, and a negative 
attitude toward statistics as major hurdles in the learning of statistical concepts in 
education and sociology. These issues are especially relevant to a majority of 
graduate students in education who specialize in areas other than quantitative 
research methods, and who may have taken only a few basic and usually compul-
sory courses in quantitative methods. Thus, researchers who are not familiar with 
quantitative methods may not have the expertise to evaluate the appropriateness 
of a particular missing data handling method in context of their own research 
(Enders, 2010).
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The issue of inappropriately handling missing data was documented in a 2004 
review published in the Review of Educational Research by Peugh and Enders 
(2004). These authors investigated reporting practices related to missing data 
using studies from 23 applied research journals in the fields of education and 
psychology and reported that their review of 545 studies in these journals identi-
fied 229 studies (42%) that had missing data. Of these 229 studies, only 6 studies 
reported using modern techniques, such as maximum likelihood and multiple 
imputation, whereas others relied on less sophisticated methods that are known to 
produce unreliable or biased estimates. These findings show that despite consider-
able publicity of known biases introduced by traditional missing data handling 
methods, they are frequently used by researchers in the fields of education and 
psychology. Reviews of missing data handling methods from the same and later 
periods as the period reviewed by Peugh and Enders (2004) suggest that the prob-
lem of reliance on missing data methods that are known to be inefficient persists 
among empirical researchers (Bodner, 2006; Enders, 2010; Jeličić, Phelps, & 
Lerner, 2009; Wood, White, & Thompson, 2004). For example, Jeličić et  al. 
(2009) recently suggested that as much as 82% of longitudinal studies in develop-
mental psychology use missing data handling methods that are known to be error 
prone.

The present study builds on more recent research (e.g., Young, Weckman, & 
Holland, 2011) with the aim of providing an improved understanding of the bar-
riers and complexities involved in selection of missing data handling methods that 
may have discouraged their widespread acceptance within the community of 
empirical researchers in social science areas. A major aim of this article is to pro-
vide recommendations for future research in this area that may help develop 
clearer guidelines in the choice of missing data handling methods.

Sources and Consequences of Missing Data

Brick and Kalton (1996) and Groves et  al. (2004) identified three principal 
sources of missing data in survey research: noncoverage, total nonresponse, and 
item nonresponse. Missing data due to noncoverage occur when some population 
units are left outside the sampling frame and thus have no chance of being selected 
in the sample. Missing data due to total nonresponse occur when a respondent 
refuses to respond to any item on the survey (i.e., the entire row in the data set 
representing that respondent has missing data). Missing data due to item nonre-
sponse occur when a respondent responds to only some of the items on the survey. 
Of these three sources of missing data, noncoverage and total nonresponse can be 
addressed by using appropriate sampling weights that are designed to make the 
sample accurately represent the target population.

However, missing values due to item nonresponse cannot be fixed by using 
weights. The choice is typically between listwise deletion of cases with item non-
response, which results in loss of some of the valuable information that those 
cases did provide, and missing value imputation, which introduces an additional 
layer of error in parameter estimation because such imputed data, however pre-
cisely imputed, is unlikely to exactly match the missing information. Brick and 
Kalton (1996) identified another source of missing data, partial nonresponse, 
where respondents provide responses to only a very small number of items. This 
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kind of nonresponse falls in between total nonresponse and item nonresponse and 
can be corrected by either using weights or missing data imputation, depending on 
how the researcher wants to treat such nonresponse. Whenever missing data due 
to item nonresponse are present, the researcher needs to compare the net benefit 
of more precision at the expense of losing some information with that of using 
imputed data at the cost of a potentially larger measurement error.

Although one of the concerns with missing data is the attrition in sample size, 
even in cases where such attrition is not large, the concern remains about whether 
the sample with complete data is still representative of the target population (Roth, 
1994). To see this clearly, consider an extreme example of a sample of 100 
employees of whom 5 are managers. If data on all managers are missing, at 5%, 
the overall sample attrition is small, but the reduced sample that has full informa-
tion is clearly not representative of its target population because it does not con-
tain any of the managers.

Because the nature and properties of missing data can be very different from 
the originally observed data, it is important to analyze various methods of treating 
missing data in order to determine which methods work best under a given set of 
conditions. The simplest situation is when the missing data can be completely 
ignored. This strategy is legitimate when the reduced sample size due to missing 
data still accurately represents the target population. Rubin (1976) termed such 
missing data as missing completely at random (MCAR). An example of MCAR 
data is when missing data on a variable Y (say, self-efficacy) is unrelated to any of 
the predictors in the data set (say, gender and race), and when missing data on Y 
is not related to the value of Y itself (i.e., we do not have a situation where more 
people with either high or low self-efficacy values are nonrespondents). When 
data are MCAR, the researcher can perform data analysis procedures on the 
reduced sample as if it were the full sample without any lack of generalizability. 
However, if the sample after discarding missing data no longer represents the 
population of interest, then any findings based on that sample will not be general-
izable to the target population, thus restricting the usefulness of such findings. In 
such a situation, discarding missing data from the original sample will obviously 
not suffice, and in order to have parameter estimates that are consistent and unbi-
ased, the researcher must resort to missing data imputation.

Finally, an important point to remember is that even in situations where case 
deletion methods, such as listwise deletion, produce samples that represent their 
corresponding population well, the power of the analysis is reduced due to the 
positive relationship between sample size and power. Thus, even in cases where 
listwise deletion may produce consistent and unbiased estimates of parameters, it 
may be desirable to use a more sophisticated missing data handling method in 
order to conserve power.

Missing Data Mechanisms: MCAR, MAR, and NMAR

The appropriateness of a missing data handling method is contextual and 
depends on the missing data mechanism. One such mechanism, MCAR, has 
already been discussed. When data are not MCAR, they can either be missing at 
random (MAR) or not missing at random (NMAR). Data are MAR when the 
probability of missing data on a variable is unrelated to the value of that variable, 
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itself, but may be related to the values of other variables in the data set. For exam-
ple, under the MAR assumption, the missing data for Y (say, self-efficacy) may 
depend on another variable X (say, race) but is not related to the value of Y when 
X is controlled for. A counterexample is that of salary where salary may be related 
to race, but even after controlling for race, missing data on salary may still be 
related to the value of salary, itself (e.g., when individuals with higher salaries are 
reluctant to report their salaries).

Data are NMAR when the probability of missing data on a variable is a func-
tion of the value of that variable, itself (Allison, 2001; Rubin, 1976). An example 
of an NMAR variable is salary. Individuals with high salaries tend to not report 
their salaries as compared with those who have lower salaries. Thus, the probabil-
ity of a missing value for salary is a function of the value of salary, itself. The 
missing data in this case are thus NMAR. When data are either MCAR or MAR, 
there is no need to model the missing data mechanism as a part of the estimation 
process (see Figure 1). In other words, once the missing data handling method has 
been applied to MCAR and MAR data, any method of analysis can be used with 
the resulting data set as if it were complete. When data are NMAR, the missing 
data mechanism needs to be specifically modeled as a part of the estimation pro-
cess due to the fact that for NMAR data, the parameter estimates of the method of 
analysis are not independent of the process through which data are missing. 
Imputation of NMAR data requires extensive a priori knowledge of the missing 
data process, as the process by which the data are missing cannot be determined 
from the observed data. For these reasons, missing data handling methods for 
NMAR data must be tailored to context of the missing data process and cannot be 
used to construct general guidelines that are applicable under the relatively stron-
ger assumptions of MCAR and MAR (Allison, 2001).

What happens if we treat these mechanisms incorrectly? When NMAR data 
are incorrectly treated as MCAR or MAR, it means that the missing data process 
is not being modeled corrected, and parameter estimates will not be accurate. 

Figure 1.  Decision process governing the choice between missing data imputation 
and listwise deletion.
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Similarly, when MCAR and MAR data are incorrectly treated as NMAR, it means 
that the researcher is introducing unnecessarily more complexity into the handling 
of missing data. Finally, when MAR data are incorrectly treated as MCAR, the 
researcher is oversimplifying the handling of missing data and will generate 
parameter estimates that are not generalizable to the population (Allison, 2001).

It is not always possible to identify statistically the mechanism underlying 
missing data. One exception is MCAR data for which Little’s MCAR test (Little, 
1988) exists. This test, which is based on the missing data patterns identifiable 
from observable data, is implemented as a chi-squared test in general statistical 
packages with the null hypothesis that missing data are MCAR. The term missing 
data pattern here refers to sorting the data set into groups based on whether a case 
has a missing or a nonmissing value on a certain variable. For example, in a 
bivariate data set containing missing data with variables X and Y, four patterns are 
possible for a given case: both X and Y values are missing, only X value is miss-
ing, only Y value is missing, and neither X nor Y is missing. Take another example 
where Y is achievement score and X is gender with equal representation in the 
population. One can analyze missing data with respect to gender in order to see 
whether the proportion of missing data vary between males and females. If 20% 
of achievement scores for males are missing as compared with 80% missing for 
females, then the researcher cannot consider the data to be MCAR. If, after con-
trolling for gender, we observe that missing data on achievement score are not 
related to the value of achievement score itself, then the data would be considered 
MAR.

The MCAR assumption is easier to test than the MAR assumption, the latter 
being based on the assumption that missing data on a variable are not associated 
in any way to the values of that variable, itself. In some cases, this assumption is 
known to be not valid. Again, an example is salary, as individuals with higher 
salaries tend not to report their salaries (Groves et al., 2004). Thus, in this case the 
missing data (on salary) are related to the value of missing data (with high salaries 
missing more often than low salaries), and the missing data mechanism is neither 
MCAR nor MAR.

Missing Data Handling Methods

The missing data handling methods included in this section have been indi-
vidually discussed extensively in the literature spanning the past 30 years. As any 
attempt to reproduce that discussion in its entirety is an endeavor worthy of a 
textbook, only nontechnical descriptions of missing data handling methods are 
provided here. Readers who are interested in detailed technical aspects of missing 
data handling, including mathematically intensive proofs and theorems, and 
application of these methods in various fields including education are referred to 
Madow, Nisselson, and Olkin (1983); Madow and Olkin (1983); Madow, Olkin, 
and Rubin (1983); Rubin (1987); Jones (1996); Groves, Dillman, Eltinge, and 
Little (2002); and Peugh and Enders (2004).

Missing data handling methods can be divided into two broad categories. The 
first category includes methods that rely on discarding a portion of the sample 
whereas the second category includes methods that replace missing data with 
imputed values.
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Case Deletion Methods

Two commonly used methods that work by discarding cases with incomplete 
information are listwise deletion and pairwise deletion.

Listwise Deletion
As indicated previously, this method simply discards observations with miss-

ing values on one or more variables of interest. For this reason, listwise deletion 
is also known as complete case method (McKnight et al., 2007). In some statisti-
cal packages such as SPSS, listwise deletion is the default method and is sup-
ported for a large number of procedures.

Pairwise Deletion
This method is similar to listwise deletion with the difference that only cases 

with missing data on variables involved in a statistical procedure are removed. 
For example, if X, Y, and Z are three variables and one case in the data set has a 
missing value on Z, then a procedure such as correlation will use all n observa-
tions to calculate rXY but only n −1  observations to calculate rXZ and rYZ. This 
method is different from listwise deletion, which would have used n −1  cases for 
all three correlations. Pairwise deletion is also known as available case method 
(McKnight et al., 2007). Pairwise deletion has limited application in many educa-
tion studies for two reasons. First, in models involving only one or two variables, 
such as one sample t test, independent samples t test, and one-way ANOVA (anal-
ysis of variance), listwise deletion and pairwise deletion result in the same out-
come. Second, for methods involving more than two variables, such as two-way 
ANOVA and multiple regression, many general statistical packages popular with 
education researchers do not support pairwise deletion.

Imputation-Based Methods

The following methods involve replacing missing data with their imputed 
counterparts.

Mean Imputation
This method involves replacing missing data on a variable with the mean of non-

missing data for that variable. Mean imputation is also known as marginal mean 
imputation, because the effect of other variables is not partialed out of the mean used 
to replace missing values (Allison, 2001). This method is one of many methods 
based on replacing missing data on a variable with a measure of central tendency for 
that variable. Depending on the measure of central tendency used, this method can 
take other names such as median imputation or mode imputation (Chen, Jain, & Tai, 
2006). The mean imputation method is known to decrease the standard error of the 
mean, thus increasing the risk of rejecting the null hypothesis when it should not be 
rejected, and is seldom recommended. The concern with decreasing the standard 
error also occurs for imputation based on other measures of central tendency.

Regression Imputation
This method involves regressing the variable with missing data on all other 

variables in the data set using cases that have full information for those variables. 

 at SAGE Publications on April 27, 2015http://rer.aera.netDownloaded from 

http://rer.aera.net


Cheema

494

Therefore, this method allows computation of predicted values (or conditional 
means) of the variable with missing data, given values of other variables. For this 
reason, regression imputation is also known as conditional mean imputation. 
However, because this method does not specifically model the natural variation in 
missing data, it produces biased standard errors of parameter estimates (Allison, 
2001).

Maximum Likelihood Expectation-Maximization (EM) Imputation
Maximum likelihood is a mathematical procedure that can be used to find one 

or more parameters of a statistical model that, for the observed data, maximize the 
observed likelihood distribution. The EM imputation is a maximum likelihood–
based iterative method that involves two steps. In the first step, initial values 
(often marginal means) are assigned to missing data. In the second step, expecta-
tions formed with those initial values are maximized. This EM cycle is then 
repeated again and again until the imputed values converge based on predeter-
mined convergence criteria. The EM imputation method produces unbiased stan-
dard errors of parameter estimates (Salkind & Rasmussen, 2007).

Multiple Imputation
Multiple imputation is an advanced imputation method that simulates the natu-

ral variation in missing data by imputing such missing data several times, thus 
producing several complete data sets. The sets of estimates produced by these 
various complete data sets are then combined into a single set of estimates by 
averaging. Because multiple imputation specifically models the natural variation 
in missing data, the standard errors of parameter estimates produced with this 
method remain unbiased (Rubin, 1987).

Hot Deck Imputation
Although the hot deck method is used extensively in social science research, it 

tends to be relatively less developed conceptually compared with other missing 
data imputation methods. This method involves imputing missing data on a vari-
able for a given case by matching that case with other cases in the data set on 
several other key variables that have complete information for those cases.

There are many variations of this method, but one that allows for modeling of 
natural variability in missing data involves selecting a pool of all cases, called the 
donor pool, that are identical to the case with missing data (i.e., the recipient) on 
a number of variables and then choosing one case randomly out of that pool. The 
data on this randomly chosen case are then used to replace the missing value on 
the case with incomplete data. Another variation of the hot deck imputation 
method involves substituting the closest donor neighbor rather than selecting one 
donor from a pool of donors. This method ignores the variability in missing data. 
Studies involving a large number of variables require large sample sizes for hot 
deck imputation to work best so that cases may be matched on many variables. To 
select an appropriate donor, the recipient is matched with similar cases on all pos-
sible variables and not just those that are included in the method of analysis. The 
two requirements for selecting an external variable for use in hot deck imputation 
are (a) whether the external variable is associated with the variable being imputed 
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and (b) whether the external variable is associated with the dichotomous variable 
that indicates whether or not a value is missing.

Two additional variations of the hot deck method are weighted sequential hot 
deck and weighted random hot deck. Weighted sequential hot deck is designed to 
avoid the problem of same donor being matched with a large number of recipients 
by putting a limit on the number of times a donor may be selected. In contrast, 
weighted random hot deck is a variation that does not limit the number of times a 
donor may be selected, but the donors are selected at random from the donor pool 
(Andridge & Little, 2010). It should be noted that hot deck imputation can be used 
with other imputation methods such as multiple imputation where results from 
several imputed data sets, each based on hot deck imputation, are combined to 
obtain aggregate parameter estimates.

Dummy Variable Adjustment
This method involves constructing a separate dummy variable for each vari-

able with incomplete data. The dummy variable is specified to take a value of 1 
when the value of corresponding variable is not missing and 0 otherwise. The 
missing data on each variable, X, is then replaced with a constant (often the 
marginal mean of X), and the dependent variable is regressed on all other vari-
ables including the dummy variables. The coefficient on the dummy variable 
corresponding to a variable X obtained in this way can be interpreted as the 
deviation of mean value of the dependent variable for missing data on X from 
the mean value of nonmissing data on X. Although simple to understand and 
apply, this method is known to produce biased parameter estimates (Jones, 
1996).

Zero Imputation
This method simply replaces missing values on a variable with zeroes. The 

simplicity of this method’s application is offset by its very limited usefulness. 
The replacement of missing data with zeroes makes conceptual sense in very 
specific circumstances, for example, when dealing with missing achievement 
scores where a missing value can be reasonably assumed to occur because the 
respondent did not know the correct answer. However, this method produces 
biased parameter estimates whenever other reasons (e.g., anxiety or fatigue in the 
preceding example) are responsible for the occurrence of missing data (McKnight 
et al., 2007).

Single Random Imputation
This method can be thought of as a compromise between regression imputation 

and multiple imputation. The method involves regressing the variable with miss-
ing values on all other variables for cases with complete information, augmenting 
the resulting predicted values with random draws from the residual distribution of 
the regressand, and then using those augmented values to replace missing data. 
However, since the postimputation data set is treated as a complete data set, the 
resulting standard errors of parameter estimates tend to be underestimates of their 
population counterparts (Allison, 2001).
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Last Observed Value Carried Forward (LOCF)
This method is commonly used in longitudinal studies and involves replacing 

the missing value on a variable at a certain point in time with the value of that 
variable from the immediately preceding time period. LOCF is known to produce 
biased parameter estimates with lower standard errors.

Summary

The imputation methods discussed in preceding paragraphs are the dominant 
methods in education research. The first four imputation methods are all sup-
ported by, and easily implemented in, most general software packages without 
need for advanced programming skills. The subsequent imputation methods, 
some of which are variations of these four methods, are not generally supported 
by regular packages. It is useful to note here that regardless of which missing data 
imputation method is used, all variables available in the data set (and not just 
those that are employed in the method of analysis) should be used for imputation. 
This rationale is based on the logic that variables that are not directly used in the 
method of analysis still contain useful information about the case (or observation) 
that can improve imputation results (Allison, 2001). In the next section, I review 
studies that have compared the performance of these methods.

Comparative Performance of Missing Data Handling Methods

Several researchers have evaluated the comparative performance of missing 
data handling methods. One of the earliest studies that compared alternative miss-
ing data handling methods was by Afifi and Elashoff (1966), who compared list-
wise deletion, mean imputation, and regression imputation with simple linear 
regression as the methods of analysis. This article was conceptual and did not use 
any simulated or empirical samples. They concluded that none of the missing data 
handling methods was uniformly good. Their general finding was that mean 
imputation works best when correlations among regression variables are low, list-
wise deletion works best when such correlations are moderate, and regression 
imputation works best when correlations are high.

In another earlier study, Haitovsky (1968) compared the performance of list-
wise deletion (also called the classical method by that author) and pairwise dele-
tion in context of linear regression. This study simulated eight complete samples 
of n = 1,000 with a portion of each sample designated as missing. These eight 
samples differed from each other with respect to the total number of variables, the 
distribution of predictors, the variance-covariance matrix, and the variability in 
the dependent variables relative to the variability in the error term. A comparison 
between the regression parameter estimates obtained from the two missing data 
handling methods based on reduced samples with the parameter estimates of full 
samples revealed that listwise deletion performed best under all conditions except 
when the proportion of missing data was very large (in excess of 0.9) or when the 
data were missing in a very highly nonrandom pattern.

In the field of behavioral research, Graham, Hofer, and MacKinnon (1996) 
used simulated data to evaluate missing data handling methods, including pair-
wise deletion, mean imputation, single random imputation, multiple imputation, 
and several variations of maximum likelihood imputation. Their findings 
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suggested that under the MCAR assumption, maximum likelihood and multiple 
imputation methods performed better than pairwise deletion, which in turn was 
superior to mean imputation. However, with the exception of maximum likeli-
hood methods, all methods developed bias in parameter estimation when the 
MCAR assumption was relaxed. With a sample size of 1,945, the authors used 
missing data percentages of 5.7% and 11.6%, and their findings suggested that 
an increase in proportion of missing data produced larger bias in estimation. In 
a similar study, Wayman (2003) used 19,373 cases from a national reading test 
assessment that had approximately 15% missing data and four variables to com-
pare the performance of listwise deletion, mean imputation, and multiple impu-
tation. Based on sample means and their standard errors for normalized test 
scores, he concluded that multiple imputation performed the best, followed by 
listwise deletion and mean imputation. However, this study did not consider 
effects of changes in sample size, proportion of missing data, and method of 
analysis.

Among the studies that looked at treatment of missing data in education, Peugh 
and Enders (2004) reviewed dominant missing data handling methods in educa-
tion research, which they categorized into traditional and modern missing data 
techniques. The traditional techniques that they reviewed included listwise dele-
tion, pairwise deletion, mean imputation, and regression imputation, and the mod-
ern techniques included maximum likelihood imputation and multiple imputation. 
Based on a review of literature, the authors concluded that maximum likelihood 
and multiple imputation methods, due to their statistical properties that allow 
these methods to generate consistent and unbiased parameter estimates for any 
method of analysis, had an almost unqualified superiority over their traditional 
counterparts. Peugh and Enders (2004) also provided a comprehensive, step-by-
step illustration of maximum likelihood and multiple imputation methods using a 
longitudinal data set that can be of value to researchers interested in implementing 
these methods on their own.

In a study in education, Peng et al. (2006) compared the performance of two 
maximum likelihood methods (full information and expectation-maximization) 
and multiple imputation with listwise deletion using two real-world samples of 
1,302 and 517 in the context of path analysis and logistic regression, respectively. 
They reported that magnitudes and/or signs of parameter estimates, p values in 
tests of hypotheses, and power can vary significantly depending on the missing 
data method employed. Their general conclusion was in accordance with that of 
Peugh and Enders (2004): Advanced methods such as maximum likelihood impu-
tation and multiple imputation are superior to listwise deletion when data are 
MAR. Unfortunately, Peng et al. (2006) used samples of different sizes with dif-
ferent methods of analysis based on different missing data handling methods. For 
this reason, the interrelationships among these three factors could not be evalu-
ated for this study.

In another recent applied study, Yesilova, Kaya, and Almali (2011) compared 
several variations of the mean imputation and hot deck imputation methods under 
the MAR assumption using a sample of size 4,464 and 7 variables. The authors 
found that performance of hot deck imputation was superior to mean and median 
substitution methods in terms of parameters estimates, standard errors, and 
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correlations between real and imputed data. This study did not evaluate the effect 
of sample size and proportion of missing data on parameter estimates and their 
standard errors.

In addition to the studies that have compared performance of various missing 
data handling methods, a very small number of studies have attempted to quantify 
the effects of sample size and proportion of missing data on the performance of 
missing value imputation method. Haitovsky (1968) noted that mean imputation 
in linear regression can seriously bias the parameter estimates. The main reason 
for this bias is because even though the overall mean does not change with mean 
imputation, the standard error of the mean can become considerably smaller 
depending on the proportion of missing data. For a variable Y with n observations, 
k of which are missing but replaced by the mean of n k−  nonmissing observa-
tions, squared standard error of the mean can be expressed as follows:

                         SE
X M X M

n nM

i
i

n k

i
i n k

n

2

2

1

2

1

1
=

−( )∑ + −( )∑

−( )
=

−

= − + . 	 (1)

Since with mean imputation each imputed value exactly equals M, all deviations 
of imputed values from the mean are zero, that is, X Mii n k

n −( ) =∑ = − +
2

1 0,  which 
causes SEM

2  to become smaller. Thus, SEM
2  is always biased as long as there is 

even a single imputed value that in reality deviates from the mean.
It can be easily seen from the expression for SEM

2  that it is directly propor-
tional to the number of missing values, k. As k increases with n held constant (i.e., 
proportion of missing data increases), X Mii

n k −( )∑ =
− 2
1  decreases, causing SEM

2  
to decrease as well. The opposite effect occurs when k decreases. The effect of 
sample size on SEM

2  with proportion of missing data held constant is relatively 
less straightforward to see. Keeping k/n constant when n increases requires that k 
be increased at the same rate as n. Thus, a t times increase in both k and n would 
cause an increase in n while keeping k/n constant. Assuming that new observa-
tions obtained by increasing the sample size come from the same distribution, it is 
reasonable to expect that the deviations of such new observations from M are 
similar to those for original observations. Given this assumption, X Mii

n k −( )∑ =
− 2
1  

increases at the rate t and the squared standard error of the mean for the new 
sample, SEM

2 ′ ,  takes the following expression:
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For large n values, n −1  and tn −1  can be approximated by n and tn, respec-
tively, and the expression for SEM

2 ′  simplifies to SE SE tM M
2 2′ = ,  or in standard 

error units, SE SE tM M
′ = .  In other words, the change in standard error of the 

mean due to an increase in sample size is inversely proportional to the square root 
of the rate at which that sample size increases. The tendency of standard error of 
the mean to become biased has been noted by other authors, such as Gurland and 
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Tripathi (1971), who have provided a correction factor when n is small. The bot-
tom line is that whenever arithmetic mean is used to substitute for missing data, 
the resulting parameter estimates are biased.

Whereas mean imputation is one of the least mathematically sophisticated 
missing data imputation methods that does not take into consideration any ran-
dom variability among the missing data values, multiple imputation is at the other 
extreme, being one of the most sophisticated imputation methods that specifically 
models random variation in missing data. Rubin (1987) provided a mathematical 
formula relating the proportion of missing data to imputation efficiency for the 
multiple imputation method. Efficiency here relates to error in measurement due 
to missing data. As proportion of missing data increases, the efficiency decreases. 
However, some of that decrease can be offset by increasing the number of imputa-
tions. If m is the number of times a complete data set is generated and γ  is the 
proportion of missing data, then, given sample size n, relative efficiency of impu-
tation, E, measured in units of variance, can be shown to be an inverse function of 
proportion of missing data and a direct function of the number of imputations.

                                                  E
m

m
=

+ γ
. 	 (3)

When the data set does not contain any missing data, γ  takes the value of 0 
and E = 1, which essentially means that no missing data are imputed and effi-
ciency is 100%. When m is kept constant and γ  increases, E decreases. For exam-
ple, given m = 1, if γ  increases from 0 to 0.05, E falls from 1 to 0.95, signifying 
a 5% decrease in efficiency. However, the rate of change in imputation efficiency 
is slower than the rate of change in the proportion of missing data. For instance, 
an increase in γ  from 0 to 0.2 reduces imputation efficiency by less than four 
times the decrease observed for an increase in γ  from 0 to 0.05 ∆E = ≠( ). . .17 20  
In other words, the marginal effect of a 1% increase in γ  on E decreases as γ  
increases. When γ  is held constant, E becomes a direct function of m. For exam-
ple, when γ  is held constant at 0.05, the absolute change in E, as m changes from 
1 to 2, is 0.02, or a 2% gain in efficiency.

The relationship between proportion of missing data and efficiency as pro-
vided by Rubin (1987) is important because it shows that for a large n, an increase 
in proportion of missing data can be compensated by an increase in the total num-
ber of multiple imputations. Thus, it is up to the researcher to determine how 
much efficiency she or he wants at the cost of computational complexity. The 
multiple imputation method itself does not impose any restrictions in this respect.

To clarify the effect of m and γ,  E was calculated for selected values of m 
and γ  (see Table 1). The relative efficiency calculations presented in Table 1 
show that, for large samples, relative efficiency can be reasonably high 
E ≥( ). ,98  with just one or two imputations when proportion of missing data is 

low γ ≤( ). ,05  and with four to eight imputations when proportion of missing 
data is high . . .05 20< ≤( )γ  These figures support the recommendation of mul-
tiple imputation as a universal imputation method as advanced by Young et al. 
(2011).
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It should be noted that the multiple imputation method works by imputing 
several sets of complete data sets. Parameter estimates are then calculated from 
each data set separately and the results averaged for all data sets. This process is 
in contrast to simply averaging the values of the various data sets and calculating 
a single set of parameter estimates based on that averaged data. Unlike the for-
mer method, this latter approach treats the averaged data set as a complete data 
set and thus does not allow for any variation in the parameter estimates and test 
statistics based on those estimates. For i = 1, 2, . . . , m imputations of a data set, 
parameter estimates and their corresponding variances from each data set, 
denoted by Qi�  and U i

� ,  can be used to aggregate estimation results as follows 
(Peugh & Enders, 2004; Rubin, 1987). The parameter estimates can be averaged 
to obtain the aggregate parameter estimate.

                                                   Q
m

Qi
i

m
= ∑

=

1

1

� . 	 (4)

The calculation of standard error of Q  requires two components, the within-
imputation variance, U ,  and the between-imputation variance, B, which can be 
combined together to obtain the variance for Q,  T. These can be calculated 
using the following expressions:
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Table 1

Asymptotic relative efficiency of multiple imputation at selected number of imputations 
(m) and proportion of missing data (γ)

γ

m 0.01 0.02 0.05 0.10 0.20

1 0.99 0.98 0.95 0.91 0.83
2 1.00 0.99 0.98 0.95 0.91
3 1.00 0.99 0.98 0.97 0.94
4 1.00 1.00 0.99 0.98 0.95
5 1.00 1.00 0.99 0.98 0.96
6 1.00 1.00 0.99 0.98 0.97
7 1.00 1.00 0.99 0.99 0.97
8 1.00 1.00 0.99 0.99 0.98
9 1.00 1.00 0.99 0.99 0.98

10 1.00 1.00 1.00 0.99 0.98
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The distribution of Q T/ approximately follows the t distribution and can be 
evaluated against the critical t value by using the following expression for degrees 
of freedom, df, calculation:
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Although multiple imputation works very well when n is large, it can produce 
biased estimates when n is very small. Kim (2004) has provided the exact magni-
tude of this bias using Monte Carlo simulation with 50,000 samples and 5 imputa-
tions for a 2 3 2× ×  factorial design. For instance, he showed that when sample 
size decreases from 200 to 20, the variance of the multiple imputation parameter 
estimators can increase by a factor of 10 or more when the proportion of missing 
data ranges between 0.2 and 0.6. This study proposed a new missing data imputa-
tion method based on multiple imputation with more desirable statistical proper-
ties than Rubin’s (1987) multiple imputation method for the specific case when 
sample size is very small n ≤( )20 .

In a comparative study, Raymond and Roberts (1997) used simulation to gener-
ate multivariate data comprising four variables and with samples of size 50, 100, 
and 200. They examined these in a linear multiple regression context after simulat-
ing randomly missing data at 2%, 6%, and 10%. They tested several missing data 
handling methods such as listwise deletion, mean imputation, and two variations of 
regression imputation. The authors found that, in terms of deviation from true 
parameter values, regression-based missing data handling methods worked best 
whereas listwise deletion turned out to be the worst option. Although Raymond 
and Roberts (1997) considered several sample sizes, proportions of missing data, 
and missing data handling methods, they looked at only one method of analysis, 
linear multiple regression, and collapsed their findings over sample size; thus, the 
effect of sample size on performance of missing data handling methods could not 
be evaluated. Based on their analysis, these authors recommended that whenever 
percentage of missing data exceeds 5%, more than one missing data handling 
method should be used, as parameter estimation results can be very different under 
various methods of analysis when so much data are missing.

Alosh (2009) simulated a longitudinal count data set to generate samples of 
size 30 and 60 with missing data percentages of, respectively, 10% and 20% in 
context of a log-linear model under MCAR, MAR, and NMAR assumptions. The 
primary aim of this study was to compare the effect of missing data mechanisms, 
rather than missing data handling methods, on parameter estimates. For this rea-
son, this study did not focus on missing data imputation, and case deletion was 
employed as the primary method for handling missing data. Only the MAR condi-
tion was evaluated both under case deletion and under an imputation method, 
LOCF. Alosh’s primary finding was that under MAR and MCAR assumptions, 
the sample estimates are very close to their true values with a maximum percent 
bias of approximately 6%, whereas estimates obtained under NMAR assumption 
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showed the largest biases and were clearly inferior to those obtained under MCAR 
and MAR assumptions. Alosh also found that MAR data and MAR-LOCF data 
behaved similarly in the context of estimation. Parameter estimates reported in 
this study suggested that, on average, a decrease in proportion of missing data 
reduced estimation bias. However, an increase in sample size increased bias, a 
result that seems counterintuitive, but may be reasonable considering the longitu-
dinal nature of data used in this study and the fact that only two sample sizes were 
considered, a number that is too small to establish a trend.

Knol et al. (2010) conducted a recent simulation study to investigate missing 
data methods. They used an empirical sample of n = 1,338 to create 1,000 sub-
samples of size 1,025 to test the performance of three missing data handling meth-
ods, listwise deletion, dummy variable adjustment (also known as missing 
indicator method), and multiple imputation. This study simulated missing data 
percentages of 2.5%, 5%, 10%, 20%, and 30% under the assumptions of MCAR 
and MAR and their analytical procedure, given the categorical nature of their 
dependent variable, involved evaluation of odds ratios. The authors found that for 
their sample, the smallest deviations from true parameters were obtained with 
multiple imputation. Dummy variable adjustment had larger deviations and list-
wise deletion was the most error-prone method. This study did not consider the 
effect of sample size on performance of missing data handling methods and did 
not use any other method of analysis.

A recent review of the literature by Young et al. (2011) surveyed the perfor-
mance of several missing data handling methods based on findings reported in 
past research. These included listwise deletion, pairwise deletion, mean imputa-
tion, mode imputation, regression imputation (both simple and multiple), hot deck 
imputation, expectation-maximization imputation, and multiple imputation, 
among others. After reviewing dozens of studies, especially those from ergonom-
ics, the authors concluded that there was no single missing data handling method 
that was the best in all situations. The performance of a given method was found 
to be dependent on factors such as proportion of missing data in the sample, sam-
ple size, distributions of variables in the sample, and the relationships between 
those variables. The authors concluded that even in cases where a missing data 
handling method worked well for a given data set, there was no guarantee that the 
same method would also work well for similar data sets. Furthermore, they 
warned that applying a missing data handling method incorrectly without due 
regard to the missing data mechanism can result in biased parameter estimates.

Young et  al. (2011) summarized the recommendations of various studies to 
provide the following guidelines: when less than 1% of the data are missing, the 
effect of missing data handling methods is trivial; for 1% to 5% missing data, 
simple methods such as listwise deletion and regression imputation work well; for 
5% to 15% missing data, sophisticated methods, such as multiple imputation, 
should be selected; and when missing data exceeds 15%, imputation results are 
largely meaningless regardless of the imputation method used because very little 
can be said about the mechanism through which data are missing. The authors 
found that there was a very limited number of studies that discussed the gain in 
power as a direct result of the imputation method used, and they recommended 
more research in this direction to allow derivation of a set of rules that can be used 
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to select the best imputation method under a set of given conditions. Finally, the 
authors suggested that although multiple imputation may not be best for all situa-
tions, it is generally best or second best in most situations. Even when it is the 
second best method, the relative difference in performance is small relevant to the 
best method. For this reason, they generally recommended multiple imputation as 
a safe choice for an imputation method, given its reliable performance even in 
cases where the proportion of missing data was large.

An Illustrative Example

To elaborate how estimation results can be affected by the choice of missing 
data handling method, we use a simple illustration based on a sample of 30 obser-
vations drawn from a large-scale high school assessment. The variable of interest 
here is achievement score, which is standardized and presented on a scale of 0 to 
100. Original values of this variable are presented in the second column of Table 
2. We randomly selected 10% of the cases from this data set and set them as miss-
ing to compare performance of five missing data handling methods that represent 
a fairly representative subset of methods discussed in this review: listwise dele-
tion, mean imputation, regression imputation, maximum likelihood imputation, 
and multiple imputation. Summary statistics for each missing data handling 
method are presented in the last four rows of Table 2. A quick glance at imputation 
results and summary statistics show that although parameter estimates such as the 
mean do not fluctuate much from their original full-sample value, the correspond-
ing standard error values fluctuate anywhere between 93% and 104% in this 
example. Since standard error has a direct bearing on results of tests of hypothe-
ses, this illustration clearly shows how the choice of missing data handling method 
can push results of such tests toward either significance or nonsignificance 
depending on which missing data handling method is employed.

Summary and Directions for Future Research

A number of recent studies have compared performance of missing data han-
dling methods in various fields including education and psychological research. 
Relatively fewer studies have evaluated the effect of factors such as sample size 
and proportion of missing data on the performance of such methods. Although 
they provide valuable information, the findings reported in these few studies are 
difficult to synthesize because they differ in their use of empirical samples, simu-
lation techniques, methods of analysis, and selected rates of change in sample size 
and proportion of missing data. For this reason, it is not easy to use those findings 
to construct general guidelines that can help in the selection of an appropriate 
missing data handling method while encompassing a reasonably large subset of 
various possible combinations of sample size, proportion of missing data, method 
of analysis, and missing data handling method. One possible reason why such a 
task has not been attempted in studies targeted for publication in scientific jour-
nals is that the extent of work involved makes such a task more suitable for a book 
or a dissertation rather than a journal article. We do, however, believe that such a 
task, albeit difficult, can be accomplished by a series of carefully summarized 
articles. A second reason is that even though the methodological awareness of 
missing data issues can be traced back over several decades, such awareness has 
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Table 2

An illustration of performance of various missing data handling methods

Imputation

n
Original 
values

Listwise 
deletion Mean REG ML-EM MI1 MI2 MI3 MI4 MI5

1 39 39 39 39 39 39 39 39 39 39
2 47 47 47 47 47 47 47 47 47 47
3 50 50 50 50 50 50 50 50 50 50
4 45 45 45 45 45 45 45 45 45 45
5 72 72 72 72 72 72 72 72 72 72
6 35 35 35 35 35 35 35 35 35 35
7 48 48 48 48 48 48 48 48 48 48
8 48 48 48 48 48 48 48 48 48 48
9 29 49.96 26.81 43.67 60.63 34.94 43.07 46.1 24.74

10 56 56 56 56 56 56 56 56 56 56
11 67 67 67 67 67 67 67 67 67 67
12 60 60 60 60 60 60 60 60 60 60
13 6 6 6 6 6 6 6 6 6 6
14 44 44 44 44 44 44 44 44 44 44
15 72 72 72 72 72 72 72 72 72 72
16 39 39 39 39 39 39 39 39 39 39
17 59 49.96 59.96 48.25 49.56 28.17 52.68 52.4 34.41
18 27 27 27 27 27 27 27 27 27 27
19 39 39 39 39 39 39 39 39 39 39
20 49 49.96 69.65 53.89 69.83 45.81 36.50 55.22 64.36
21 29 29 29 29 29 29 29 29 29 29
22 63 63 63 63 63 63 63 63 63 63
23 49 49 49 49 49 49 49 49 49 49
24 50 50 50 50 50 50 50 50 50 50
25 71 71 71 71 71 71 71 71 71 71
26 55 55 55 55 55 55 55 55 55 55
27 59 59 59 59 59 59 59 59 59 59
28 71 71 71 71 71 71 71 71 71 71
29 63 63 63 63 63 63 63 63 63 63
30 45 45 45 45 45 45 45 45 45 45
M 49.53 49.96 49.96 50.18 49.83 50.97 48.60 49.38 50.09 49.08
SD 15.35 15.59 14.76 15.91 14.83 15.31 15.51 15.02 14.81 15.95
SE   2.80   3.00 2.69 2.90 2.71   2.79   2.83   2.74   2.70 2.91
Rel SE 100 93 104 96 104 100 99 102 104 96

Note. REG = regression, ML-EM = maximum likelihood expectation-maximization, MI = multiple 
imputation. Rel SE = relative standard error. Values for Cases 9, 17, and 20 were imputed for illustration. 
Averaged M and SE for MI were 49.62 and 15.36, respectively.
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only recently expanded to a level where reviewers and editors specifically ask for 
disclosure of missing data treatment in peer-reviewed articles.

Our review of relevant literature indicates the need for a comprehensive study 
that can provide general guidelines to assist general education researchers in the 
selection of appropriate missing data handling methods, by using uniform empiri-
cal and simulated samples and uniform rates of change in sample size and propor-
tion of missing data. By keeping all these factors constant, any observed 
differences in the performance of missing data handling methods can more or less 
be attributed directly to the relative efficiency of those methods. Such a study can 
be even more effective were it to provide differential performance estimates for 
various combinations of sample size, proportion of missing data, and missing data 
handling method, separately for methods of analysis commonly used in education 
research. The differential performance estimates could be used by education 
researchers to apply corrections to any expected biases in prior studies that 
involved incorrect use of missing data handling methods and consequently 
reported inaccurate parameter estimates.

Another promising area of research is the development and application of com-
binations of missing data handling methods, similar to the example of hot deck 
imputation used in conjunction with multiple imputation that we provided earlier 
in this text. Since each missing data handing method has unique pros and cons, 
development of new techniques that can combine two or more of these methods 
while retaining only their positive features could be a worthwhile avenue of 
inquiry. Such a development would help in our understanding of missing data 
handling and may result in greater estimation efficiency.

Finally, in the spirit of Wilkinson and the Task Force on Statistical Inference 
(1999) and given the prevalence of missing data in samples used for empirical 
inquiry in education and psychological research, we suggest inclusion of discus-
sion of missing data handling as a standard part of the method section in peer-
reviewed publications. This discussion can be a short description similar to that of 
the sample and participants but would be valuable to potential readers in clarify-
ing the issues of sample representativeness (generalizability) and adequacy of 
statistical power.
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