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Answers to the Exercises
In this section, we will provide some answers to the questions at the end of each chapter.
Chapter 1: Introduction to Quantitative Research
1. Gender (male/female) is not a quantitative variable. Can you think of any other ways you could study gender in quantitative research?
If we wanted to study gender, we would have to give the categories of the variable a number rather than a name. For example, by giving men code 1 and women code 2.
2. Attitudes to school (e.g., I like school, I think school is boring) are not a quantitative variable. Can you think of any ways you could study attitudes to school in quantitative research?
When we try to measure an attitudinal variable like this, we first need to think of some good questions to ask, that can be indicators of the attitude we are studying. An example of an item like that could be ‘I think I learn a lot of useful things at school’. To quantify the answers to that question, we will typically use a rating scale, for example giving respondents the choices:
-	I agree
-	I neither agree nor disagree
-	I disagree
We would then give each of these responses a numerical code, for example, ‘1’ for ‘I agree’, ‘2’ for ‘I neither agree nor disagree’ and ‘3’ for I disagree’.
3. What is your worldview (epistemology) with regards to research? Do you think it is compatible with using quantitative methods?
Epistemological positions that lend themselves to quantitative research are positivism, post-positivism and pragmatism.
4. Can you think of a research question you could study using quantitative methods?
A wide variety of research questions can be studied quantitatively. To find some inspiration, why not have a look at some academic education journals, like the British Educational Research Journal, School Effectiveness and School Improvement, or the American Educational Research Journal.
5. What kind of research question would you study using a mixed-methods design?
Mixed methods research designs lend themselves particularly well when we want both statistical generalizability and an in-depth understanding of a phenomenon. For example, we might do a survey on boys’ attitudes to maths, and then follow this up with interviews with a group of boys to look for some further explanation of the findings from the survey.
6. What are the main distinctions between post-positivism and positivism?
According to positivism, the world works according to fixed laws of cause and effect. The goal of science is to uncover these laws, and so get to the truth. We can do this by measuring and observing as accurately as possible. In this way, we can collect objective information. Post-positivists don’t believe we can observe the world we are part of as totally objective and disinterested outsiders. However, they do believe in the possibility of there being an objective reality. While we will never be able to totally uncover that reality through our research, post-positivists believe that we should try and approximate that reality as best we can, all the while realising that our own subjectivity is shaping that reality.
Chapter 2: Experimental and Quasi-Experimental Research
1. What are the main differences between experimental and quasi-experimental studies?
The main distinction between experimental and quasi-experimental research lies in the allocation of persons to groups. In traditional experimental research, persons are allocated to groups through randomisation, to minimise bias. Quasi-experiments are often used precisely because such random allocation is not possible or practical. Typically, the experimental group will be decided by which settings (e.g., schools/classrooms/factories) have volunteered or been selected to be part of the intervention. Therefore, rather than randomly allocating, we will have to choose a control group that is as similar to the experimental group as possible. Because we are not using random allocation, we call this control group the comparison group, as it is not a pure control group. This means that there is a greater likelihood of bias in quasi-experimental research.
2. ‘Correlation does not imply causality’ Do you agree with this statement? Why? Why not?
Correlation only demonstrates one of the three conditions for causality, the fact that there is a relationship between two variables, a and b. It does not indicate a time sequence, so doesn’t tell us whether a came before b in time. It also doesn’t tell us whether the relationship might have been caused by a third underlying variable, c.
3. If experiments are the best way of determining causality, why would we want to do any other kind of research?
Not all research questions lend themselves to experiments. By definition, experiments are most useful for studying relatively limited research questions. A question like ‘what is the relationship between media use, self-concept, school achievement and peer relations’ would, for example, be rather too complex to study experimentally. It can also be practically difficult to set up an experiment in an educational setting. Another problem is that we can’t be sure that what we find in a laboratory setting will translate to a real educational context.
4. I want to know whether my school improvement project is improving pupils’ attitudes to school. Can you design a study that looks at this?
This question would lend itself to a quasi-experimental design. What we could do is select one or more schools similar to the ones we are doing the project in, to act as comparison schools. We could then survey pupils in both schools before the start of the project and at the end of the year. We could then compare the attitudes and any changes in attitudes between the programme and the comparison schools, controlling statistically for other relevant variables like pupil background.
5. I have noticed that my pupils seem to be hyperactive when they have drunk soft drinks during break time. I want to know whether consuming soft drinks leads to lower concentration levels in pupils immediately following consumption. Can you design a study that looks at this?
This question would lend itself to an experimental study. We could randomly assign a group of pupils to an experimental and control condition. We could then design or buy a test of concentration, and administer that to all pupils before the experiment. The experimental group could then consume a soft drink, the control group might be given a different drink, for example, fruit juice. We could then administer the test again, so we have a pre-test and post-test design. This will allow us to both compare the results before and after consumption of the soft drink and between the experimental and control group. Of course, we would have to consider carefully what dosage of soft drink we would consider large enough to have an impact.
6. I want to know whether teacher motivation improves pupil performance, or whether it is higher pupil performance that motivates teachers. Is it possible to determine this? If yes, how would you do that?
This is a classic cause and effect question, and quite difficult to determine. Remember, three things need to be true to determine cause and effect: a relationship, time order and the assurance that the relationship has not been caused by an underlying variable we haven’t measured. Both teacher motivation and pupil performance are easily measurable through tests and surveys, so the first condition, a relationship, is easily establishable. That is not the case for the other two factors. To determine whether another variable might be the cause of the relationship we would have to either collect data on all possible confounding variables, which would be exceptionally difficult or conduct an experimental study. To determine time sequence we would again be best of conducting an experimental study, or else study the phenomenon over a longish time period so we can measure change. To conduct an experiment, while the best option in terms of determining causality would be difficult, though, as we would somehow have to manipulate teacher motivation or pupil achievement. Not only would this be hard to do, but there would be some clear ethical difficulties in doing this.
Chapter 3: Designing Non-Experimental Studies
1. What are the main differences between experimental and non-experimental studies?
The key difference between experimental and non-experimental research lies in the extent to which the environment is controlled and manipulated by the researcher. In experimental studies, the researcher sets up the environment and carefully controls the variables s/he is interested in. Non-experimental research takes place in a real-life setting, and it is not possible for the researcher to control all possible variables. This means that it is harder to determine causality in non-experimental studies, but also that it they tend to be more flexible and allow for a greater range of topics to be studied.
2. ‘Observational studies give us a true picture of reality, while surveys only give us perceptions’. Do you agree or disagree with this statement? Why?
While it is true that surveys are by definition based on the perceptions of those completing them, it is not necessarily true to say that observations give us a true picture of reality. There are a number of reasons for this. Firstly, we typically only observe a snapshot of the behaviours we are interested in. If, for example, we are interested in Science teaching and observe science lessons, these will be only a subset of lessons taught by the teachers we observe, let alone science lessons in general. Secondly, observation can often introduce bias, in that the presence of the observer, and the fact that the observed know they are being observed, may make them consciously or unconsciously behave differently from normal. Finally, as observers, we come into any research with our own biases and perspectives, which will influence the way we interpret what we see.
3. If surveys are the most flexible and efficient way of doing research, why would we want to do any other kind of research?
Because surveys also have a number of disadvantages. Surveys do not allow the researcher to control the environment and are therefore less suited to answering questions of causality than experimental designs. It can also be difficult to come to a deeper understanding of processes and contextual differences through questionnaires, which are standardised and by their nature limited in length and depth of responses. Finally, while questionnaires are highly suited to gathering information on respondents’ perceptions and opinions of a situation, gathering information on respondent behaviours can be problematic as self-reports are not always reliable in this respect.
4. I want to know whether teachers’ classroom practice influences pupils’ self-concept. Can you design a study that looks at this?
This research question would lend itself well to a mix of survey and observational research. We could design a questionnaire to measure pupils’ self-concept, or use an existing instrument, and administer that to pupils in a number of different classrooms. We would also have to collect data on a number of other variables that may affect pupils’ self-concept, like their attainment or parental background. We could then observe teachers and measure their classroom practices using an observation instrument. We could then look at whether or not there was a relationship between self-concept and classroom practice controlling for the other variables.
5. I want to know what both teachers and pupils in my school think of the new mentoring system I have introduced. Can you design a study that looks at this?
This research question can be studied using survey research. We could design two questionnaires, one for teachers and one for pupils, asking them what they think about the mentoring system.
6. I want to know whether self-concept influences pupil achievement, or whether it is higher pupil performance that leads to a more positive self-concept. Is it possible to determine this using non-experimental research? If yes, how would you do that?
To an extent. We could design a longitudinal study survey study, where we use questionnaires to measure self-concept, and tests to measure achievement. We could then look at the relationship between the two. We would have to include a number of questions on other variables in the survey, to try and control for the possibility of an underlying variable causing any relationship between self-concept and achievement. Of course, we could never be sure that we had measured all relevant factors. To try and determine which variable ‘comes first’, the study would have to be longitudinal, that is, we would have to do the questionnaires and tests every year for a number of years. Then we could see whether, for example, a change in self-concept levels later led to a change in achievement (or the other way round).
Chapter 4: Validity, Reliability and Generalisability
1. What can you do to make your instrument more valid?
When we want to design a research instrument, such as a questionnaire, we need to make sure that we try and maximise its validity. The first thing we can do is to make sure that we are aware of the literature around the concepts we want to study, and start off with a theoretical framework that will influence the design of the survey. It is a good idea to get some experts in the area to look at and comment on the instrument. More importantly, you need to pilot the instrument with a group of respondents similar to the sample you want to use. If, for example, you were going to survey 20 years 6 classrooms, it would be a good idea to pilot the survey in at least three classrooms. The pilot would be used to look at any problems, such as items which don’t appear to have been understood or items with no variance (everyone gives the same answer). It can be useful to also interview or conduct focus groups with your pilot pupils or a subset thereof, to get some more detailed information about possible changes to the instrument, and what they feel has or hasn’t worked. If possible, it is helpful to collect data on factors that we think might be related to our instrument (for example, if we are looking at academic self-concept we could collect pupil grades), so we can test predictive validity.
2. What do you think about the effect size v. significance test debate: should we stick with significance levels, or replace them with effect size indices and confidence intervals?
There is currently quite a debate about this in the statistics community about this. What pretty much everyone agrees on is that it is not sufficient to rely only on significance levels, as they are determined in part by sample size and therefore are a poor guide to the strength of a relationship. Therefore we should in all cases calculate an effect size measure as well as a significance test. Some researchers say that in part because significance tests are so often misinterpreted as effect size measures, and because of the arbitrary nature of the cut-off points, it would be better to not use significance tests at all. Most researchers, however, feel that they still have a useful role to play alongside effect size measures.
3. How would you calculate whether or not your test was reliable?
There are two main ways of calculating internal consistency reliability: split-half reliability and coefficient alpha. Split-half reliability works as follows: say we have an attitude to teaching measure that consists of 10 items. First, we randomly split the test into two (e.g., the even and uneven items). Then we calculate respondents’ scores on each ‘half test’. We can then see whether the two scores are related to one another. If they are both measuring the same thing, we would expect them to be strongly related, with a correlation coefficient of over .8. Coefficient alpha is another measure of internal consistency. This measure would be expected to be over .7 before we can say that our test is internally consistent.
4. Do you think a more reliable test is automatically more valid?
Reliability doesn’t automatically lead to validity. One particular problem in this regard is that we can often increase reliability by ensuring that we measure narrowly and precisely. This can sometimes conflict with validity, as this narrowness may not theoretically describe the phenomenon well. However, if our measure is unreliable, it won’t be valid either, how can we measure what we want to measure if we are measuring it badly?
5. What types of errors can you make when accepting the alternative hypothesis?
If we accept the alternative hypothesis, but the null hypothesis is true in the population we have a type I error.
6. How can you make your instruments more reliable?
Firstly, we need to ensure that the quality of questions we ask is high and that all questions are unambiguous. Unambiguous and clear questions are likely to be more reliable, and the same goes for items on a rating scale for observers. Another way to make an instrument more reliable is by measuring it with more than one item. That way any errors that respondents make on an individual item can be cancelled out.
Chapter 5: Introduction to IBM SPSS Statistics and the Data Set
1. Open the dataset. Have a look at the variables, and see if you can add a new variable.
To make a new variable, go into ‘variable view’, and type the name in the first column of the bottom row. A number of default values (like ‘numeric’ in the type column) automatically appear. You can change these using either pop-down menus or by typing in, for example, the label for your values. You can change the characteristics of existing variables in the same way. 
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2. Try and change the value labels of one of the variables
To change a variable, we simply click on the characteristic of the variable we want to change. To change the name of the variable, for example, we click on the cell containing the variable name, type in the new name and enter. We do the same if we want to change the variable label.
To change the type of variable, we
1. Click on the cell we want to change. The type will light up and a button will appear on the right side of the cell
2. Click on the button. A popup menu appears
3. Choose the type we want to change to (for example ‘numeric’) and click ‘OK’
If we want to change the width (the maximum number of columns a variable can have) ,we
1. Click on the cell we want to change. The cell will light up and a button with two arrows will appear on the right side of the cell
2. To increase the width, click the up arrow, to decrease the width, click the down arrow. We use a similar method to change decimals (number of values after the decimal point), align ( do we want our numbers left or right-aligned or centred) and measure (type of variable)
If we want to change the value labels (that is, give a description of the numerical codes, such as 0 = boys and 1 = girls)
1. Click on the cell we want to change. The type will light up and a button will appear on the right side of the cell
2. Click on the button. A popup menu appears
3. In the field called ‘value’, type the value we want to name, for example, ‘1’
4. Then, in the field below, called ‘label, type in the name, for example ‘boy’
5. Click on ‘add’
6. The click on ‘OK’
Chapter 6: Univariate Statistics
1. Have a look at the data file on the website. Can you find an example of a nominal, an ordinal and a continuous variable?
Gender is a good example of a nominal variable, as the value labels don’t imply any order. Grade point average is a continuous variable. It has an order (51 is higher than 50), and a fixed distance between the scale points (the difference between 515 and 50 is the same as the difference between 34 and 33, 1%). Most of the variables in this dataset are ordinal, that is, they are ordered but the scale points don’t have a fixed distance from one another. An example is the variable ‘attsc1 (School is Boring)’.
2. Can you have a look at the frequency distributions for the variables ‘I like going to school’ and ‘ school is boring’. What can you say about those two variables?
You should have the following output for the two variables:
	like going to school

	
	Frequency
	Percent
	Valid Percent
	Cumulative Percent

	Valid
	Disagree strongly
	183
	20.6
	20.6
	20.6

	
	Disagree
	151
	17.0
	17.0
	37.6

	
	Agree
	267
	30.0
	30.1
	67.7

	
	Agree strongly
	287
	32.3
	32.3
	100.0

	
	Total
	888
	99.9
	100.0
	

	Missing
	9
	1
	.1
	
	

	Total
	889
	100.0
	
	



	school is boring

	
	Frequency
	Percent
	Valid Percent
	Cumulative Percent

	Valid
	Agree strongly
	121
	13.6
	13.6
	13.6

	
	Agree
	233
	26.2
	26.2
	39.9

	
	Disagree
	238
	26.8
	26.8
	66.7

	
	Disagree strongly
	296
	33.3
	33.3
	100.0

	
	Total
	888
	99.9
	100.0
	

	Missing
	9
	1
	.1
	
	

	Total
	889
	100.0
	
	


So what can we say about these two variables? Firstly, 62.3% of respondents agree or agree strongly that they like school, while 60.1% either disagree or disagree strongly that school is boring. This means that the majority of respondents appear to have an overall positive attitude towards school, and about a third (agreeing strongly that they like school and disagreeing strongly that school is boring) are very positive. However, that does leave a significant group of pupils who agree or agree strongly that school is boring and disagree or disagree strongly that they like school (just under 40%).
3. Can you compare the central tendency and spread of the two variables ‘School is fun’ and ‘ school is boring’? Which measures do you use, and what do they tell you?
Both variables are ordinal, so we need to use the median as our measure of central tendency. We can find the median in the first box of our output (provided we have asked SPSS to provide it by ticking the box, as discussed in the chapter):
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In this case, the median for both variables is 3, which corresponds to an ‘agree’ answer on ‘I like going to school’ and a ‘disagree’ answer on ‘School is boring’. This suggests that the average pupil has a moderately positive attitude to school, confirming the results in the frequency table.
4. Can you compare central tendency for grades in maths and English? What measure do you use? What does this tell you?
Both these variables are continuous, so we can use the mean. We can find the mean in the first box of our output:
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We can see that the mean for English is 78.3 and the mean for maths 72.80. These are both quite high scores, but on average pupils do somewhat better in English than they do in maths.
5. Can you compare the spread of the variables grades in maths and English. What measures do you use? What do they tell you?
To look at the spread of values for these two continuous variables we use the standard deviation. We can find the standard deviation in the first box of our output:
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We can see that the standard deviation for English is 10.4, and for maths, it is 10.8. This means that pupils' maths results vary slightly more than  their English results. In other words, in maths pupils are slightly more likely to score either much higher or much lower than the mean than they do in English, where scores are more bunched together around the mean.
Chapter 7: Bivariate Analysis: Comparing Two Groups
1. Open the data set. Can you use a test to see whether girls do better than boys at maths?
To look at this we would use Maths grades as our dependent variable, and gender as our independent variable. Maths grades are continuous, and gender is nominal, so we can use a t-test to see whether there is a significant difference between boys and girls in maths grades. The output from the independent t-test should look something like this:
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In the first box, we can see that the mean grade for boys is 72.2, and for girls, it is 73.4. So the girls’ mean is somewhat higher. Is this difference significant though? To answer that question we need to look at the second output box. There we first need to look at Levene’s Test of Equality of variance. We can see that the significance of Levene’s F-test is .913. This is larger than .05, so the difference in variance between boys and girls is not significant. This means that for the t-test we can assume that variances are equal, and look in the first row. We can see there that our significance level for the t-test is .186. This is more than .05, so the small difference we found between boys and girls in mean maths scores is not significant. This means that we can’t be sure that the small difference in this sample is not a coincidence. So we can’t say there is likely to be a difference between boys and girls in math grades in the population.
2. Can you compare boys and girls on the item ‘school is boring’ using the t-test? Explain.
The t-test works by comparing the means between two groups. Means are only relevant for continuous variables. ‘school is boring’ is an ordinal variable, so we can’t use the t-test.
3. Can you compare boys and girls on the item ‘school is boring’ using the Chi-Square test? Explain.
The Chi-Square test works by comparing actual values to those we would expect if there was no relationship between the two variables. This is based on a cross-tabulation that shows the number of cases falling into each combination of the categories of two or more variables. The test is therefore suitable for variables with a limited number of categories. Gender has two categories (boy/girl) and school is boring has four (agree strongly/agree/disagree/disagree strongly). Therefore, it is a suitable test to use here.
4. How strong is the difference between the two groups on this item?
To answer this question we need to do a cross-tabulation, calculate a Chi-Square significance test (SPSS will of course do this for us if we tell it to by clicking the right box) and a measure of effect size. The measure of effect size we will use is Phi.
Our output should look something like this:
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In the table labelled ‘school is boring*gender crosstabulation’ we can find the expected values if there was no difference between boys and girls, and the actual values in the dataset. If there was no difference between boys and girls we would expect 60.5 boys and 60.5 girls (this number is, of course, a statistical artefact) to agree strongly that school is boring. In fact, 77 boys and 44 girls agreed strongly that school is boring. So boys are clearly more likely to agree strongly that school is boring than girls. However, girls are somewhat more likely to agree that school is boring than would be expected if there was no difference between boys and girls, and girls are also more likely to disagree. Boys are more likely to disagree strongly. Overall, then, boys appear to be more likely to give an extreme answer (strongly agree or strongly disagree) than girls.
Is this difference statistically significant, or, in other words, can we be reasonably confident that this difference reflects a difference in the population rather than random sample fluctuation? To determine this we need to look at the Chi-square significance test. In the third box, we can see that the significance level of Pearson’s Chi-Square is given as .001. This is a lot less than .05 and thus highly significant. We can therefore be reasonably confident that the difference in this sample represents a difference in the population.
Finally, we need to answer the question of how strong the difference is. To do that we use our effect size measure, Phi. This is .134, which suggests a modest difference between boys and girls on this variable.
5. Do you think it would be a good idea to stop using the Chi-Square test and the t-test altogether, and use effect size indices instead? Explain.
As you know, Chi-Square is a test of statistical significance. There is currently quite a debate about the use of significance tests in the statistics community. What pretty much everyone agrees on is that it is not sufficient to rely only on significance levels, as they are determined in part by sample size and therefore are a poor guide of the strength of a relationship. Therefore, we should in all cases calculate an effect size measure as well as a significance test. Some researchers say that in part because significance tests are so often misinterpreted as effect size measures, and because of the arbitrary nature of the cut-off points, it would be better to not use significance tests at all. Most researchers, however, feel that they still have a useful role to play alongside effect size measures.
Chapter 8: Bivariate Analysis: Looking at the Relationship Between Two Variables
1. You want to look at the relationship between pupils’ responses to the item ‘I think I’m good a maths’ and their grades in maths. Which method do you use and why?
To answer this question we need to consider what types of variables we are using. ‘I think I’m good at maths’ is an ordinal variable, while grades in maths are a continuous variable. The rule when we have two variables of a different level of measurement is that we need to use the method suitable for the variable at the lower level of measurement. In this case that is the ordinal variable, ‘I think I’m good at maths’. The measure we use to look at the relationship between two ordinal variables is Spearman’s Rho rank-order correlation coefficient, so we will use this to look at the relationship between an ordinal and a continuous variable as well.
2. Open the dataset. Is there a relationship between pupils’ responses to the items ‘I get good marks in maths’ and ‘I don’t like the way I look’? How strong is the relationship?
Both these variables are ordinal, so we need to use the Spearman’s Rho rank-order correlation coefficient. Doing this gives us the following output:
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We can see that Spearman’s Rho is .067. This is less than .1, so there is only a weak relationship between these two variables. The significance level is .045. This is less than .05 so the relationship is significant. So we can say that there is a weak but significant who agree that they get good marks in maths slightly more likely to disagree that they don’t like the way they look (look at the value labels for this)
3. If there is a relationship between pupils’ responses to the items ‘I get good marks in maths’ and ‘I don’t like the way I look’, does that imply causation? Why, why not?
No. Correlation doesn’t in itself imply causation. Remember that there were three conditions for causality: there is a relationship between a and b, a comes before b in time, and no third variable is the underlying cause of the relationship between a and b. Correlation only tells us about the first condition, not about the two others.
4. Open the dataset. Is there a relationship between age in months and grade point average? How strong is the relationship?
Age in months and grade point average are both continuous variables, so we can use Pearson’s r correlation coefficient to look at this question.
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In the output, we can see that Pearson’s r is −.274. So there is a modest relationship between the two variables. The significance level is .000, which means the relationship is highly significant (and therefore it is likely that there is a relationship between the two variables in the population as well as the sample). The sign is negative, which means that as age increases grade point average decreases. So on average older pupils have a lower grade point average.
5. If there is a relationship between age in months and grade point average, does that imply causation? Why, why not?
No, again we can’t say that with any certainty. Think again of our three conditions. The first, that there is a relationship between the two variables, is demonstrated through correlation. The second, that a must come before b in time, is usually trickier, but not in this case. It is clear that age comes before grades (after all, doing a maths test doesn’t affect ones biological age, though it may do so emotionally!). The final condition, that there are no third underlying variables causing the relationship is not demonstrated however. One variable that we haven’t measured may be particularly important here, and that is grade retention, widely used in the education system this dataset was collected in, as it means that the older pupils may be those that have been grade retained.
6. Above I said that the correlation coefficient treats all relationships as linear, but not all are. Can you think of some examples of non-linear relationships that might occur in educational research?
There are a wide range of non-linear relationships in educational research. One example is the relationship between teacher subject knowledge and pupil outcomes. Research generally finds that there is a positive relationship, that is, more subject knowledge leads to better outcomes, but that this effect tails off, and has largely the following shape:





Chapter 9: Multivariate Analysis: Using Regression Models to Look at the Relationship Between Several Predictors and One Dependent Variable
1. You want to find out what factors predict achievement in mathematics. Develop a model that you think can explain this
There are of course many possible models that might predict mathematics achievement. As an example we will use a model based on a number of plausible predictors in our sample: we suggest that ‘I’m among the best in my class at maths’, ‘school is fun’ and ‘gender’ will predict mathematics achievement.
2. Calculate your model SPSS. What is R squared, and what does it mean?
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Our output shows us that R Squared is .096. This means that our three variables together explain about 10% of the variance in maths achievement. This suggests a modest fit of our model to the data.
3. Calculate your model in SPSS. What is your b and what does it mean?
[image: Table

Description automatically generated]
The regression coefficient, b, represents the amount the dependent variable will change if the independent variable changes by one unit. The b coefficient for ‘school is fun’ is .18. This means that on average if pupils go up 1 point on the ‘I like going to school’ scale (i.e., from disagree to agree) maths achievement will improve by 0.18 points (which in this case is equivalent to 0.18%). The b for ‘I’m among the best in my class at maths’ is 3.312. This means that on average if pupils go up 1 point on the ‘I’m among the best in my class at maths’ scale (i.e., from disagree to agree) maths achievement will improve by 3.312 points. Finally, the b for gender is .891. This means that on average if a pupil is a girl rather than a boy maths achievement will improve by 0.891 points
4. Calculate your model in SPSS. What is Beta, and what does it mean?
Beta is the standardised regression coefficient, which allows us to compare the effect of variables measured on different scales. In this case, we can see that ‘I’m among the best in my class at school’ is the strongest predictor of maths achievement, with a Beta of .307, a moderate effect size. ‘I like going to school’, with a Beta of .018, and gender, with a Beta of .097, are both weak predictors of maths achievement.
5. Calculate your model in SPSS. What is the p-value, and what does it mean.
The p-value (which you can find under ‘sig’ in the table) is our measure of statistical significance and will tell us whether it is likely that we would have found a relationship of this size in the sample if there was no relationship in the population. Looking at our p-values the only variable that is significant is ‘I’m among the best in my class at maths’, with a p-value of <.001. Gender has a p-value <.05, but >.01. ‘School is fun’ has a p-value well over .05. This means that while we can be quite confident that there will be a relationship between thinking ‘I’m among the best in my class at maths’ and maths achievement in the population, we can’t say this about ‘school is fun’.
6. If you find a model that fits well, does that mean your predictors cause your dependent variable? Why (not)?
Not necessarily. Think again of our three conditions. Regression models clearly demonstrate whether or not the predictors are related to the dependent variable, so that condition can be fulfilled. As for the condition of the relationship not being caused by a third, underlying variable, regression does a better job than correlation in that you can include other possible causes in the model. However, it is unlikely that we will have included all possible variables. Finally, the time condition is not demonstrated by regression analysis.
7. What is a dummy variable, and when do you use it?
A dummy variable is created by turning a nominal variable into one or more two-category variables. To do this, what we need to do is make one category into our reference category, to which the others are going to be compared. Let us take State schools as our reference category in this example. We are first going to compare children in Catholic schools with children in state schools, and then children in local authority schools with children in state schools. How do we do this? We will have to make two new variables, one for Catholic and one for local authority schools. We will have to recode our variable school type so that all Catholic schools are coded as 1, and all other schools as 0.
We have to use dummy variables when we have nominal predictors in regression models.
8. When would you use regression rather than correlation?
Regression analysis has a number of advantages over correlation. Firstly, it allows us to develop more accurate models by allowing us to include a number of different predictors of an outcome we are interested in. As the relationship of each individual predictor to the dependent variable is controlled for the relationship with any other variables in the model, regression also gives a more accurate picture of the strength of those relationships. Regression analysis also provides us with a number of useful diagnostics to test the validity of our models.
9. You want to find out which factors predict responses to the question ‘I get good marks in English‘. Develop a model that you think can explain this.
‘I get good marks in English’ is an ordinal variable, therefore ordinal regression would be the most appropriate statistical method to use. Thinking of possible predictors, we could look at gender, ‘the teachers think I’m good at English’ and gender. Again, many different models are of course possible.
10. Calculate your model in SPSS. Does your model fit the data?
The main sections of the output we need to answer this question are given below.
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The first box, labelled ‘model fitting information’ provides us with a comparison between the baseline model with no independent variables, called ‘intercept only‘, with the model with the three predictors which is called ‘final‘ A Chi-Square test was conducted to look at improvement in prediction compared to the baseline model. If the test is significant this indicates that our model fits better than the baseline model with no predictors. As we can see, this is clearly the case here (sig is less than .05).
More measures of model fit are provided in the next box (Pearson and Deviance). These two measures compare the actual results for each respondent (i.e., do they agree strongly, agree somewhat, disagree somewhat or disagree strongly the school is fun) with the outcome predicted by our model. Again we need to look at the significance level. Differently from a lot of the measures we have looked at, in this case, we want the difference between the expected and actual results to be non-significant. This is because if our model fits well, the observed and expected cell counts should be similar (i.e., respondents have given the answer we predicted based on our model). This is the case here, which suggests that our model fits the data.
The Pseudo R Squared statistics are given in the following box. When we look at Cox and Snell and Nagelkerke‘s measures (as in logistic regression), we find a good fit, with Pseudo R squareds of over .5.
11. Calculate your model in SPSS. What does it tell you about the coefficients?
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In this box, we can see the parameters for the individual variables. The ‘threshold‘ statistics refer to the dependent variable and are less important for us at this stage. The statistics for the independent variables are given under ‘location‘. What we can see here is that we have statistics not for the variables as a whole, but for each category of the variable. We can see this most clearly when we look at the variable ‘The teachers think I’m good at English (engsc4). Firstly, we can see that there is one category, 4, which corresponds to an ‘agree strongly‘ response, that does not have a significance level calculated (see column labelled ‘sig‘) and for which the coefficient is 0 (see column labelled ‘estimates‘). This is because this is the reference category, to which we compare all the others as we did when we used nominal predictors in multiple linear regression. We can see here that responding 1 (disagree strongly) is significantly (column labelled ‘sig‘) related to responses on the dependent variable. When we look at the estimates, we can see that the coefficient is −6.98, which means that respondents who disagree strongly that teachers think they are good at maths are less likely to agree they get good marks in English than respondents who agree strongly that teachers think they are good at maths (our reference category 4). Category 2 (this corresponds to a response of disagree somewhat) is also related significantly to responses on the independent variable. The coefficient is -5.72, so respondents who disagree somewhat that teachers think they are good at maths are less likely to agree that they get good marks in maths than respondents who agree strongly that they teachers think they are good at maths, though this is less the case than it was for respondents who disagreed strongly (as the coefficient here was −6.96). The third category, which corresponds to agree somewhat is also significant, though the coefficient, at −2.72) is lower still. Overall we would say that there is therefore a relationship between ’the teacher thinks I’m good at maths’ and ’I get good marks in maths’, and that the relationship is neatly ordered.
When we look at the other two ‘school is fun’, we can again see that one of the categories is the reference category. We can see that none of the categories for ‘school is fun’ differ significantly from that reference category, however.
12. You want to find out which factors predict a pass (over 75% or fail (75% or below) in mathematics. Develop a model that you think can explain this.
To do this we need to choose pass-fail as our dependent variable. This variable is categorical, so it makes the most sense for us to use logistic regression as our analysis method.
Again, many possible models are possible, but we will use the same predictors as we did for questions 1 to 5, I’m among the best in my class at maths’, ‘school is fun ‘school’ and ‘gender’
13. Calculate your model in SPSS. Does your model fit the data?
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The first box here gives us the ‘omnibus test of model coefficients’. This gives us an indication of whether or not the model with our independent variables fits the data better (i.e., gives us a better prediction of individual scores) than the baseline model. We can find significance in the final column on this table, and we can see (significance is less than .05) that the model is significant, which means that our model with the three predictors fits better than a model with no predictors.
The next box provides us with the Pseudo R square statistics. There are two measures, Cox & Snell and Nagelkerke. Both use a somewhat different formula, but both are equally valid. In this case, Cox & Snell is .15, and Nagelkerke is .21. These numbers indicate modest improvement in fit over the baseline model (0–.1 would indicate poor improvement in fir, .1–.3 modest improvement, .3–.5 moderate improvement and more than .5 strong improvement).
The next box is called the classification table and gives us the comparison between predicted scores and the actual scores. We can see, for example, that 274 pupils who were predicted to fail by our model (with the three predictors) did indeed fail, while 138 were predicted to fail and in fact passed. In total, 68.7% of our predictions were accurate, which though far from perfect is a clear improvement over the baseline model, where 53.2% of predictions were accurate.
14. Calculate your model in SPSS. What does it tell you about the coefficients?
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In the box labelled ‘sig’, we can see that the variables gender and ‘I’m among the best in my class at maths’ (mathsc1) are significant, while ‘school is fun’ (attsc7), isn’t. The regression coefficients are given under B and show that an increase of one on the scale for mong the best in my class for maths, for example, increases the probability of a pass on the outcome variable by .896.
Chapter 10: Using Analysis of Variance to Compare More than Two Groups
1. You want to find out what factors predict achievement in English. Develop a model that you think can explain this.
As usual, many alternative predictors are possible and present in our data. We will look at the predictor’s gender and ‘the teachers think I’m good at English’ in this example.
2. Calculate your model using ANOVA (remember, this limits what variables you can use). Does your model predict grades in English? How strongly does it predict English grades?
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When we look at the ‘test of between-subjects effect box’, we can see that our model as a whole (the row labelled ‘corrected model’) is statistically significant, with an adjusted R squared of .15 (this is given just below the box).
3. Calculate your model using ANOVA. Which individual variables predict English grades? How strong is their effect?
Again looking at the ‘Tests of Between-Subject Effects’ box, we can see that ‘the teachers think I’m good at English’(engsc4) is significant, while gender is not. The effect size measure, Partial Eta Squared, shows a modes effect size for ‘the teachers think I’m good at English’ at .14, while the effect size for gender is very weak at .003.
4. Calculate your model using ANOVA. Are there any interaction effects? What do they mean?
	Tests of Between-Subjects Effects

	Dependent Variable: school grades English

	Source
	Type III Sum of Squares
	df
	Mean Square
	F
	Sig.
	Partial Eta Squared

	Corrected Model
	9262.752a
	7
	1323.250
	14.198
	.000
	.150

	Intercept
	2155069.676
	1
	2155069.676
	23123.153
	.000
	.976

	gender
	133.495
	1
	133.495
	1.432
	.232
	.003

	engsc4
	8696.315
	3
	2898.772
	31.103
	.000
	.142

	gender * engsc4
	31.995
	3
	10.665
	.114
	.952
	.001

	Error
	52564.600
	564
	93.200
	
	
	

	Total
	3576207.854
	572
	
	
	
	

	Corrected Total
	61827.352
	571
	
	
	
	

	a. R Squared = .150 (Adjusted R Squared = .139)
There are no significant interaction effects in this model, as the gender+engsc4 interaction term is not significant. This means that there is no relationship between English grades and ‘the teachers think I’m good at English’ that is dependent on gender or differs between boys and girls.


5. Calculate your model using ANOVA. What do the post hoc tests tell you?
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Looking at the Scheffe post hoc tests output above, it is clear that the disagree strongly and disagree categories differ significantly from the agree and agree strongly categories. The agree and agree strongly, and the disagree and disagree strongly categories don’t differ from each other. Pupils in the disagree and disagree strongly categories have significantly lower grades in English than those in the agree and agree strongly categories.
This is confirmed by the homogeneous subsets, which divide the categories into two groups, agree with agree strongly and disagree with disagree strongly.
6. Can you think of any arguments why you would want to use ANOVA rather than regression?
There are two main reasons to use ANOVA instead of regression. The first is its neat conceptual fit with experimental and quasi-experimental research designs, which makes the method very suitable for the analysis of data from these types of research. The second is the use of post-hoc tests which are a useful way of testing exactly which categories of the independent variable are related to different outcomes. The automatic generation of interaction terms is useful, but these can also easily be included in regression models.
7. You want to find out what factors predict achievement in both English and Maths. Develop a model that you think can explain this
Two variables that may be predictors of both Maths and English achievement are ‘gender’ and ‘I’m among the best in my class in all subjects’.
8. Calculate your model using MANOVA. Which individual variables predict combined maths and English grades? How strong is their effect?
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Looking at the ‘multivariate tests‘ box gives us the statistics for the new combined dependent variable (the linear combination of school grades maths and school grades English). Looking at Wilks’ Lambda as the independent variable from more than two groups, we can see that ‘I am among the best in my class for all subjects (schsc3)’ is significantly related to the combined outcome variable, while gender isn’t. The Partial Eta Squared effect size measure is .214 for ‘I am among the best in my class for all subjects (schsc3)’, and only just above 0 for gender. ‘I am among the best in my class for all subjects (schsc3)’ therefore has a weak to a modest relationship with the combined outcome measure.
9. Calculate your model using MANOVA. Are there any interaction effects? What do they mean?
The interaction between gender and ‘I am among the best in my class for all subjects (schsc3)’ is not significant, suggesting that the relationship between the outcome variable and ‘I am among the best in my class for all subjects (schsc3)’ doesn’t differ depending on pupil gender.
Chapter 11: Developing Scales and Measures: Item and Factor Analysis
1. You want to find out whether the items relating to attitudes to school (attsc1 to attsc5) form a factor. Do this in SPSS.
Follow the instructions in chapter 11 using variables attsc1 to attsc5
2. How many factors will you extract? Why
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The findings clearly suggest extracting just one factor. There is only one Eigenvalue (well) over 1, and the scree plot likewise levels strongly after 1 factor.
3. What are the factor loadings telling you?
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All five variables clearly load on the factor, with most being above .6. ‘Teachers don’t try hard enough’ has a somewhat lower loading, but is still well above .5. The one-factor structure appears to fit the data well. Note that if we have only one factor there is no rotation.
4. Now try and extract two factors. What does this tell you?
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Extracting two factors has increased explained variance, from 46.9% to 63.5%. Looking at the pattern matrix after rotation (we have used oblimin as we would expect the factors to be correlated with one another) two factors have been extracted. Looking at the items, they are interpretable, as factor 1 contains negatively worded statements, and factor 2 contains positively worded statements. However, two of the five items, ‘school is fun’ and ‘school is boring’ have loadings over 3 on both factors, so overall the one-factor solution provides a better fit.
5. Would the five variables measuring attitudes to school form an internally consistent scale? Why?
To look at internal consistency we calculate Cronbach’s Alpha.
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The Cronbach’s Alpha we get is .71. This is just above .7, so acceptable for research purposes, though it does not suggest excellent internal consistency.
6. Would internal consistency improve if we left any of the five variables out of the scale?
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Looking at ‘Cronbach’s Alpha if scale deleted’, we can see that taking any of the five variables out of the scale would lower Cronbach’s Alpha rather than increase it, so we are better off with the five items.
Chapter 12: One Step Beyond: Introduction to Multilevel Modelling and Structural
1. What are the main differences between multilevel modelling and multiple regression?
The key difference between multilevel modelling and standard linear regression is that multilevel modelling takes the hierarchical structure of a lot of samples in educational research into account, by dividing the variance to be explained across the levels we have samples at. For example, if we have sampled schools and then looked at pupils in schools, multilevel modelling will divide the variance between the school and pupil levels, so we can look at school and pupil level explanations separately. This is both substantially useful and helps solve the problems of attenuation of standard errors in standard regression using hierarchical samples.
2. What are the main differences between structural equation modelling and multiple regression?
There are two main differences between regression and structural equation modelling. The first is that SEM allows us to develop complex path models with direct and indirect effects. This allows us to more accurately model the causal mechanisms we are interested in. The second key difference is to do with measurement. In SEM, we assume that our actual variables are indicators of underlying constructs (e.g., ‘I like school’ is an indicator of attitudes to school), and we can incorporate that measurement model directly into SEM. This again means that we are more accurately modelling the phenomena we want to explain.
3. What are the main differences between multilevel modelling and structural equation modelling?
Traditionally SEM doesn’t allow us to model the hierarchical structure of a lot of our data in the way multilevel modelling can. On the other hand, multilevel modelling doesn’t allow us to incorporate complex path structures like SEM can. However, work is underway on the development of multilevel SEM, which allows us to do both. Currently, it is still largely limited to models with no more than two levels (e.g., school and pupil, but not as yet school, classroom and pupil).
4. Can you think of a hypothesis or model you could test using structural equation modelling?
There are of course many possibilities here. One example in our dataset might be a model where we hypothesise that parental education affects self-concept, which in turn affects achievement. Achievement itself also affects self-concept. This type of complex model with indirect and reciprocal effects can be modelled in SEM.
5. Can you think of a study for which you would use multilevel modelling?
In our dataset, we have sampled schools, and then surveyed pupils in those schools. A two-level multilevel model with school as level 2 and pupil as level 1 would therefore be appropriate. If we wanted to predict self-concept, for example, we could include both pupil-level variables like achievement and school-level variables like type of school in the model.
6. Why do you think it might be useful to combine multilevel modelling and structural equation modelling?
Combining the two would allow us to have the advantages of being able to model both the hierarchical structure of the data and the complex relationships between variables. This would lead to more accurate and reliable models.
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Initial Eigenvalues

Extraction Sums of Squared Loadings

Component _ Total _ %of Variance  Cumulative % Total | % of Variance | Cumulative %
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3 749 14.979 78.460
4 621 12.423 90.883
5 456 9.117 100.000

Extraction Method: Principal Component Analysis.
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9 oma Numeric 6 2 arade point ave... None 9900 s Roht & Scale N mput
0 dumeth  numerc s 2 ethnicity None None s Roht & Scale N mput
A fmibses Nmerc (8 2 mean family SES_ None None s Roht & Scale N mput
92 purentaledu.. Numeric 8 2 mean parental .. None None s Roht & Scale N mput
48 schype  tumerc 8 2 typeof school (100, Statel... None s Right g Nommal | inpu
4 caholic umerc s 2 None None s Right g Nommal | inpu
5 coe Numeric 8 2 None None s Right g Nommal | inpu
96 pusstil umeric 8 2 (00, fail..  None 10 B N mput
47 schookn  numerc 8 2 aualy of scho... (.00, lowl.. None s wght  llordinal N inpur
45 Newarisble Numeric o8| 22 None None s =oht unknown  input
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