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Abstract
The purpose of this article is to propose possible solutions to the methodological problem of null
hypothesis significance testing (NHST), which is framed as deeply embedded in the institutional
structure of the social and organizational sciences. The core argument is that, for the dein-
stitutionalization of statistical significance tests, minor methodological changes within an unreformed
epistemology will be as unhelpful as emotive exaggerations of the ill effects of NHST. Instead, several
institutional-epistemological reforms affecting cultural-cognitive, normative, and regulative processes
and structures in the social sciences are necessary and proposed in this article. In the conclusion, the
suggested research reforms, ranging from greater emphasis on inductive and abductive reasoning to
statistical modeling and Bayesian epistemology, are classified according to their practical importance
and the time horizon expected for their implementation. Individual-level change in researchers’ use
of NHST is unlikely if it is not facilitated by these broader epistemological changes.
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Over the past 70 years, null hypothesis significance testing (NHST), which is a dichotomous

statistical inference technique for evaluating research hypotheses by assessing the probability of the

observed data given that the null hypothesis1 is true (J. Cohen, 1994), has frequently been criticized

on methodological grounds (summarized by, e.g., Anderson, Burnham, & Thompson, 2000;

Kaufman, 1998; Rozeboom, 1997; Schmidt, 1996; Ziliak & McCloskey, 2008). At the same time,

alternative quantitative methods have made NHST largely redundant (e.g., Diaconis & Efron,

1983; Gatsonis et al., 2001; Johnson, 1999; Kline, 2004; Schwab & Starbuck, 2009). Yet, despite

this controversy, NHST continues to be widely used in organization studies (Seth, Carlson, Hatfield,

& Lan, 2009). In this context, organization studies (OS) refers to all management-related journals

and disciplines, including but not limited to organizational behavior, strategy, human resource man-

agement, and organization theory. The question now is why organizational researchers have

remained so committed to NHST and what viable alternatives to NHST exist.
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In light of the longevity of NHST, the present article has two objectives. First, and more narrowly,

this article summarizes the main problems associated with NHST. The continuing widespread use of

NHST, despite all the rational, methodological critiques of this theory-testing procedure, suggests

that NHST has become a firmly entrenched ritual in the quantitative social sciences (Gigerenzer,

Krauss, & Vitouch, 2004). Second, and more important, this article integrates the literature on the

philosophy of science with insights from neoinstitutional theory in order to recommend strategies

and change efforts helpful for the deinstitutionalization of NHST. Deinstitutionalization refers to the

erosion or discontinuity of an institutionalized activity or practice (Oliver, 1992). Similar to other

analyses of OS activity through an institutional lens (e.g., Abrahamson, 1996), the procedure of

NHST is reinterpreted as an institution-wide manifestation of social myth and ceremony (see also

Carver, 1978; Malgady, 2000). Without such an institutional and sociological perspective, problems

affecting entire social systems, such as scientific communities, remain intractable (Colbert, 2004;

Daft & Weick, 1984). Overall, the argument of this article is based on the premise that, without an

in-depth analysis of the philosophical issues presented by the epistemology and the sociology of

OS knowledge, methodological change is unlikely (Meehl, 1997). Hence, the purpose of this article

is to highlight the improbability of fundamental individual-level change in the use of NHST as long

as there is no institution-wide consensus about the necessity of broader epistemological reforms.

So far, the persistent critiques of NHST have been underpinned by the assumption that the indi-

vidual researchers’ actions are the crux of the problem (e.g., Gigerenzer, 1993; Schmidt, 1996;

Schwab & Starbuck, 2009). Expressed differently (in the words of a reviewer commenting on a prior

version of this article), ‘‘Doing good research is primarily based on the skills and judgment of indi-

vidual researchers.’’ Conversely, in their normative judgments about ‘‘bad’’ research, observers

often blame problematic outcomes on individual researchers’ misjudgments and mistakes.2 To be

sure, these microlevel assumptions about error-prone decision making by individual OS researchers

are correct to some extent, but also incomplete. They fail to take into account the broader structural

forces affecting the nature and quality of extant research practice. For this reason, methodological

individualism (in both senses of the term3) may miss macrolevel opportunities for institutional

reform by ignoring the collective-level processes and structure of the social sciences (including OS).

Turning OS knowledge about the preconditions of institutional legitimacy and processes of dein-

stitutionalization into prescriptions for possible reforms of quantitative research, this article proceeds

as follows. First, it briefly reviews the conceptual and methodological shortcomings of NHST. Second,

several epistemological reforms are proposed to deinstitutionalize NHST. Such institutional reforms

have not yet been initiated in OS, arguably because macrolevel insights from neoinstitutional theory

and the sociology of science have not yet been applied to the NHST controversy.

Problems With NHST—A Brief Overview

Over the years, researchers have identified numerous problems associated with NHST (e.g.,

J. Cohen, 1990, 1994; Guttman, 1985; Harlow, Mulaik, & Steiger, 1997; Kline, 2004; Morrison

& Henkel, 1970; Nickerson, 2000; Schmidt, 1996; Ziliak & McCloskey, 2008). Because of these

widely cited critiques, it is already fairly well known how these problems may lead to erroneous

empirical conclusions. So, the review of the methodological problems associated with the use of

NHST will be relatively brief in this article. To gain a more comprehensive and detailed understand-

ing of the problems, quantitative OS researchers are encouraged to consult the more detailed meth-

odological critiques of NHST cited above as well as the articles by Rodgers (2010), Seth et al.

(2009), and Schwab and Starbuck (2009).

Several problems associated with NHST are enduring misapplications or misinterpretations of the

technique; only three of them will be introduced in the following paragraphs. First, NHST does not

tell us what we really want to know (Kline, 2004). What we want to know is whether the null
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hypothesis is true given the data. In contrast, NHST indicates the (inverse) probability that the data

could have been obtained if the null hypothesis were true (J. Cohen, 1994). Expressed more for-

mally, it is a fallacy to believe that obtaining data in a region whose conditional probability under

a given hypothesis is low implies that the conditioning hypothesis itself is improbable (Falk &

Greenbaum, 1995; Gigerenzer, 1993). J. Cohen (1994) argues that, because of this fallacy, NHST

lulls quantitative researchers into a false sense of epistemic certainty by leaving them with the ‘‘illu-

sion of attaining improbability’’ (p. 998). Most important, from a theoretical perspective, statistically

significant findings cannot be considered support for the alternative hypothesis, which is usually the

research hypothesis of interest (Meehl, 1990).

Second, except for a strictly delimited set of circumstances (Cortina & Folger, 1998), the failure

to reject the null hypothesis does not provide support for the null hypothesis, either. In almost all

cases, failing to reject the null implies inconclusive results. Yet, empirical research shows that most

researchers—even those well trained in statistics—falsely equate acceptance of the null hypothesis

and failure to reject the null hypothesis (see Armstrong, 2007; Falk & Greenbaum, 1995; Haller &

Krauss, 2002; Oakes, 1986).

Third, social scientists are generally most interested in identifying practically important, rather

than statistically significant, effect sizes (McCloskey & Ziliak, 1996; Thompson, 2002). However,

NHST is unable to address this issue of substantive significance (Bakan, 1966; J. Cohen, 1994;

Gujarati, 1988; Schmidt, 1996). The probability level p in any particular significance test is, contrary

to widely held beliefs (see Seth et al., 2009; Ziliak & McCloskey, 2008), no indicator of the practical

importance of a finding.

Another major problem inherent in NHST is revealed when the underlying deductive logic of sig-

nificance testing is examined more closely: NHST is logically invalid. Consider first the valid syllo-

gism of modus tollens:

A1: If P, then Q.

A2: Not Q.

C (conclusion validly derived from premises A1 and A2): Hence, not P.

However, when this syllogism is probabilistic, as it is in the context of NHST, it is logically invalid

(J. Cohen, 1994; Hacking, 1965; Royall, 1997; Sober, 2005):

A1: If the null hypothesis H0 is true, then we will be unlikely to observe data pattern Da.

A2: Data pattern Da was observed. (That is, rejected Q of the null hypothesis based on

observations.)

C: Hence, the null hypothesis H0 is probably false and alternative hypothesis Ha is probably true.

(That is, rejecting P with confidence level p.)

This probabilistic reformulation of modus tollens allows for the possibility of C to be false even if

premises A1 and A2 are true (Hofmann, 2002), thus violating formal deductive logic (which posits

that C must be true when A1 and A2 are.)

Beyond its methodological and logical problems, NHST has arguably had a detrimental impact

on the quality of OS (see, e.g., Kline, 2004; Schmidt, 1992, 1996; Ziliak & McCloskey, 2008). The

main negative consequences of NHST are that it may impede the growth of knowledge, discourage

study replication, and mechanize researcher decision making in OS (Orlitzky, 2011b). These and

other harmful outcomes can no longer be ignored, as already acknowledged in the context of strategy

and management research (Schwab & Starbuck, 2009; Seth et al., 2009). At a minimum, when a

given method becomes controversial, serious questions about knowledge growth emerge because the
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accumulation of knowledge necessarily depends on the quality of methods that communities of

researchers use to discover, explain, or predict phenomena.

Despite ongoing debates about the legitimacy of this statistical technique, NHST is endemic in

OS. The widespread use of NHST is partly due to the remarkable increase in quantitative studies,

whose proportion has approximately doubled between the mid-1950s and mid-1990s (Van Maanen,

1998). In addition, even within quantitative studies in top business journals, the rate of NHST

increased considerably between 1974 and 1989 (Hubbard & Armstrong, 1992). More specifically,

if we assume that quantitative articles constitute 83% of all empirical articles in premier manage-

ment journals and if we further assume that 95% of quantitative organizational researchers rely

on NHST to test their hypotheses (Kline, 2004, p. 9), then 79% of all empirical articles published

in academic management journals use the NHST in one form or another (e.g., in the context of

chi-square tests, t tests, F tests, or goodness-of-fit tests).4 This estimate of 79% is a conservative esti-

mate because, according to other calculations, NHST is used in 94% of all articles in the Journal of

Applied Psychology (Hubbard, Parsa, & Luthy, 1997). Similarly, in economics, reliance on NHST

has actually increased rather than decreased after McCloskey and Ziliak’s (1996) critique of the pre-

valence of NHST in the American Economic Review (Ziliak & McCloskey, 2008).

In management journals, reliance on NHST is even more common. For example, Schwab and

Starbuck (2009) estimated that 100% of research published by Academy of Management (AMJ)

in 2008 used NHST. For this article, I reviewed all AMJ studies published in 2010 and reached the

same conclusion. Albeit, my own review of AMJ highlights an interesting finding: In the interpreta-

tion of results, researchers who conducted path analyses, while consistently using NHST, tended to

eschew an emphasis on p levels in favor of a focus on effect size magnitudes. This observation mir-

rors Rodgers’s (2010) conclusions. Overall, however, these estimates suggest that, consistent with

reviews in psychology (Krueger, 2001; Nickerson, 2000), it is difficult to find another theory-

testing procedure more widely used and abused in OS journals today (see also Seth et al., 2009).

Hence, as is true in economics, quantitative studies in OS routinely apply NHST.

Even though ‘‘null hypothesis testing should be dead’’ (Rindskopf, 1997, p. 319) after statisti-

cians’ strident attacks on NHST, the premier publication outlets in the social sciences do not seem

to have implemented any substantive reforms (Fidler, Cumming, Burgman, & Thomason, 2004;

Finch, Cumming, & Thomason, 2001). If NHST is ‘‘surely the most bone-headedly misguided

procedure ever institutionalized in the rote training of science students’’ (Rozeboom, 1997,

p. 335), what is at issue now is not so much the institutionalization of NHST (on the history of

NHST, see Ziliak & McCloskey, 2008) but the failure of its deinstitutionalization in the conduct

of the organizational and, more broadly, social sciences.

Toward a Deinstitutionalization of the Significance Test

Understanding the institutional persistence of NHST requires an analytic approach that integrates

insights from the philosophy of science and neoinstitutional theory and, therefore, is broader than

the rather narrow methodological perspective that predominated in prior critiques of NHST. For one,

NHST also needs to be understood from an epistemological perspective, which is important work

initiated by Meehl (1997) and Rozeboom (1997). In addition, a broader institutional understanding

can provide important insights. Because scientific activity encompasses more than the aggregation

of individual researchers’ work (Longino, 1990), a social systems view could be useful to capture

institutional forces and surface the broader structural sources of problems that frequently go unno-

ticed (Pearce, 2004). In a nutshell, every science, including OS, is a social process, which may be

affected by the same psychological, historical, and institutional dynamics as other social processes

(Abrahamson, 1996; Barber, 1971; Schofer, 2004; Tsoukas & Knudsen, 2003). This view of science

as a social or institutional arena is consistent with Kuhn’s (1996) Structure of Scientific Revolutions,
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a seminal account of scientific activity, as well as many other studies of science (e.g., Barnes, Bloor,

& Henry, 1996; Bloor, 1991; Brown & Malone, 2004; Knorr-Cetina, 1999; Latour & Woolgar, 1986;

Lynch, 1993; MacKenzie, 1981; Merton, 1957; Popper, 1962, p. 217; Schaffer, 1986). Regarding

NHST as an institution is instructive because this conceptualization may be helpful for solving the

riddle of NHST’s longevity despite the sustained controversy surrounding it.

By now, NHST has become such a routine procedure that it has been likened to a social ritual

(e.g., by Gigerenzer, 1998; Labovitz, 1972). Specifically, NHST is a rule system, or institution, with

which quantitative researchers have come to classify hypotheses as true or false. Institutions are

defined as ‘‘socially constructed, routine-reproduced . . . program or rule systems’’ (Jepperson,

1991, p. 149). An institutional view of NHST is consistent with W. R. Scott’s (1994) well-known

typology, which conceptualizes institutions as composed of the following elements:

1. ‘‘meaning systems and related behavior patterns [i.e., the procedure of statistical significance

testing itself], which contain’’

2. ‘‘symbolic elements, including representational, constitutive and normative components [t tests,

F tests, chi-square tests, etc.], that are’’

3. ‘‘enforced by regulatory processes [review procedures of journals and book publishers]’’ (p. 56).

In other words, institutions rest on three pillars: cultural-cognitive, normative, and regulative (W. R.

Scott, 2008). Pointing to developments and forces within each of these three subsystems, a set of

different proposals can be developed that may be effective for the deinstitutionalization of NHST

and, therefore, build on and extend sociological theories of deinstitutionalization. If the reader and

broader OS community agreed with my negative assessment of NHST, adopting these proposals

would be beneficial for accelerating the abandonment of NHST. If, however, the reader agreed with

the defenders of NHST (e.g., Abelson, 1997; Hagen, 1997; Harris, 1997; Hoover & Siegler, 2008;

Mulaik, Raju, & Harshman, 1997; Wainer, 1999), the proposals herein could serve as a platform

from which to prevent its deinstitutionalization and, thus, preserve the methodological status quo.

This article proceeds by analyzing NHST in terms of these three elements and developing strategies

for dismantling or adjusting the nature of these elements within OS.

Weaning Researchers Off Their Cultural-Cognitive Devotion to NHST
Critique of the epistemological status quo. NHST is the key statistical technique that puts into prac-

tice hypothetico-deductivism (Chow, 1998b), the scientific inference procedure based on Popper’s

falsifiability criterion and advocated by, among others, Hempel (1965) and Stinchcombe.5 Accord-

ing to Stinchcombe (1968), scientific inference starts with general (i.e., theoretical) knowledge

claims in which one class of phenomena is linked to another. Then, ‘‘by logical deduction and by

operational definitions of the concepts, an empirical statement’’ is derived (Stinchcombe, 1968,

p. 16). Stinchcombe’s empirical statements are commonly called hypotheses, ‘‘statements that . . .
predict a relationship between two or more indicators and . . . can be true or false [emphasis added]’’

(B. P. Cohen, 1989, p. 141). The centrality of this falsifiability criterion (see also Popper, 1969,

1972) implies that an objective, replicable classification procedure is needed for the sorting of

hypotheses into true and false statements. For dichotomous (true/false) researcher decisions, NHST

is conventionally considered a natural sorting mechanism from the perspective of hypothetico-

deductivism (Abelson, 1997; Chow, 1998a, 2000).

So, as long as the OS community is devoted to hypothetico-deductivism, NHST will likely per-

sist. Therefore, any cultural-cognitive reform effort to deinstitutionalize NHST should probably also

be concerned with broader epistemological change in OS. At first, such a cultural-cognitive change

might seem revolutionary, but an examination of the philosophy of science literature reveals it is not.
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Instead, what is radical is the prevailing mainstream embrace of deductive reasoning in OS. For

instance, one type of deductivism, restrictive deductivism, unreasonably implies that theories can

be rejected when a single null hypothesis (with the alternative hypothesis being central to that the-

ory) cannot be refuted (Chalmers, 1999; B. P. Cohen, 1989; Goldstone, 2004, pp. 47-48). In other

words, it postulates that the testing of a single hypothesis can determine the fate of an entire theory.

However, such a belief in crucial experiments or the one ‘‘perfect study’’ (Hunter & Schmidt, 2004,

p. 17), although common, is clearly unwarranted (B. P. Cohen, 1989; J. Cohen, 1965).

A more sophisticated epistemological framework, holistic deductivism (Burawoy, 1990; Lakatos,

1970), shifts the emphasis to entire research programs in which a set of fundamental axioms are

unquestioned (e.g., ‘‘All human behavior is caused by self-interest’’). Around this theoretical core,

auxiliary hypotheses form a protective belt to account for anomalies that might contradict postulates

in the core (e.g., observations of altruism and self-sacrifice). Holistic deductivism implies that the

goal of any (social, organizational, or other) science is to produce progressive rather than degenerat-

ing research programs:

In a progressive program the new belts of theory expand the empirical content of the program,

not only by absorbing anomalies but by making predictions, some of which are corroborated.

In a degenerating program successive belts are only backward looking, patching up anomalies

in an ad hoc fashion, by reducing the scope of the theory, or by simply barring counter-

examples. (Burawoy, 1990, p. 778)

Because distinctions between proper, or progressive, and improper, or degenerating, protective belts

are ultimately subjective (Gorski, 2004, p. 12), the entire framework of hypothetico-deductivism

loses its epistemological appeal (see also Hanson, 1965). Stated succinctly, ‘‘One of [the] worst-

kept secrets’’ in the social sciences is that hypothetico-deductivism ‘‘does not work’’ (Gorski,

2004, p. 28). Fortunately, other forms of scientific inference have already been advocated success-

fully in OS and are presented next: inductive reasoning, abduction, and statistical and mathematical

modeling.

Inductive reasoning. Inductive knowledge growth turns deductivism—and the current structure of

journal articles—on its head: Observations of particular data are used to infer causal relationships

between phenomena or scientific laws. Championed by Aristotle and Bacon and successfully

applied by, for example, Newton, Galileo, and Darwin (Locke, 2007, pp. 870-872), inductivism can,

contrary to conventional assumptions in the social and organizational sciences, be shown to be a

more productive mode of scientific inquiry than hypothetico-deductivism. Locke makes a convin-

cing case for induction by pointing out that some of the most successful theories in the social

sciences and OS have been developed inductively rather than deductively (Locke, 2007, pp. 873-

879), including goal-setting theory, the theory voted most important in OS (Miner, 2003). The dis-

dain in which induction is still held by most quantitative researchers is unjustified (Hambrick, 2007;

Locke, 2007). Therefore, although induction is the name of the game among most qualitative

research traditions (Creswell, 1998; Eisenhardt, 1989), it should also be taken more seriously by

quantitative researchers. The shift from deductivism to inductivism would change the focus from

dichotomous thinking (à la something vs. nothing or true vs. false in NHST) to a focus on the

magnitude of effect sizes (Kline, 2004; Schmidt, 1996). The case for such an epistemological shift

is strong, particularly for problems of high cognitive complexity (Arthur, 1994), arguably a charac-

teristic of many research questions in OS as well as in the other social sciences. Such a change in

scientific reasoning is particularly important in light of Hambrick’s (2007) implication that an

increase in inductive OS research could stimulate the growth of knowledge with greater practical

value—an important criterion for an applied science such as OS.
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Abduction. Another method of inquiry just as legitimate as inductive reasoning is abduction (Haig,

2005a; Rozeboom, 1997), which ‘‘involves reasoning from presumed effects to underlying cause’’

and ‘‘educated guesses constrained by relevant knowledge in the domains under investigation’’

(Haig, 2000, p. 293). As discussed in depth by Haig (2005b), exploratory factor analysis and other

types of exploratory data analysis represent examples of abductive reasoning (see also Rozeboom,

1961; Stephenson, 1961; Tukey, 1977). In addition, computer-intensive resampling can be regarded

as an important abductive methodology (Haig, 2005a; Kline, 2004).

The potentially most convincing example of abduction may be meta-analysis. This statistical

technique, which quantitatively summarizes and integrates primary studies more rigorously than

narrative literature reviews do, helps researchers identify the extent to which empirical regularities

are robust (H. M. Cooper & Hedges, 1994; Hunt, 1997; Schmidt, 1992). One of the ways in which

meta-analysis is abductive is explained by its goals: Abductive methods aid in the detection of

phenomena, which are ‘‘relatively stable, recurrent, general features of the world’’ that researchers

seek to explain (Haig, 2005a, p. 374). Contrary to widely held assumptions, ‘‘phenomena are not, in

general, observable; they are abstractions wrought from the relevant data, frequently as a result of a

reductive process of data analysis’’ (Haig, 2005a, p. 374), such as proffered, in an exemplary

manner, by meta-analysis. Data, on the other hand, are ‘‘recordings or reports that are perceptually

accessible; they are observable and open to public inspection’’ (Haig, 2005a, p. 374). In the results of

many meta-analyses (particularly if they have been done carefully), this important distinction

between phenomena and observed data (see also Bogen & Woodward, 1988; Woodward, 1989)

is illustrated by the effect size regularities reported as corrected, or true score, correlation coeffi-

cients (r), as opposed to a focus on observed correlation coefficients (robs).

An example may be helpful to illustrate, more specifically, the way in which meta-analysis

applies and reconstructs the following general schema of abductive reasoning:

The surprising empirical phenomenon, P, is detected.

But if hypothesis H were approximately true, and the relevant auxiliary knowledge, A, was

invoked, then P would follow as a matter of course.

Hence, there are grounds for judging H to be initially plausible and worthy of further pursuit.

(Haig, 2005a, p. 377)

For example, an influential6 meta-analysis (Orlitzky, Schmidt, & Rynes, 2003), which did not rely

on NHST, rejected the conventional conclusion of observed irregularities in the data (e.g., Griffin &

Mahon, 1997; Ullmann, 1985) and suggested the following avenues for further research:

The surprising empirical phenomenon of regularities (of positive average r) between corporate

social and financial performance is identified.

If corporate social performance helps build corporate legitimacy and reputation (Mahon, 2002;

Orlitzky, 2001; Waddock & Graves, 1997) and thus reduces business risk (Godfrey, 2005;

Orlitzky & Benjamin, 2001), and if we can have some confidence in the reliability and validity

of measures of corporate social performance (Orlitzky et al., 2003), then the observed phe-

nomenon would follow as a matter of course.

Hence, there are grounds for judging the risk-reputation hypothesis to be initially plausible and

worthy of further pursuit.

Thus, the focus in this meta-analysis was not on deductive theory testing but instead on identifying

the plausibility of different causal mechanisms, which are suggested by the phenomena behind the

data (see also Orlitzky, 2006, 2008; Orlitzky & Benjamin, 2001).
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To be sure, not all meta-analyses are abductive—or presented as such. Although many

meta-analysts, reverting to the conventional ‘‘some-correlation’’ versus ‘‘no-correlation’’ reasoning

implicit in NHST, present and frame their integrative studies as binary tests of theory,7 this concep-

tualization of meta-analysis misrepresents the true aims of quantitative research syntheses (Hunter,

1998). Extracting ‘‘a signal (the phenomenon) from a sea of noise (the data)’’ (Haig, 2005a, p. 374),

rather than theory testing, is ultimately the overarching purpose of meta-analysis (H. M. Cooper &

Hedges, 1994; Hunt, 1997; Kline, 2004; Rosenthal, 1995; Schmidt, 1992). Meta-analytic integration

of effect sizes can, most accurately, be regarded as a precursor of particular theory tests that may be

conducted, for example, in the form of path analyses (e.g., see Hunter & Gerbing, 1982), after a

meta-analytic research synthesis (Schmidt, 1992; Schmidt, Hunter, & Outerbridge, 1986). From the

perspective of theory testing rather than phenomena detection, these multivariate causal analyses

that follow up the meta-analytic integration proper are needed to avoid specification bias (Gujarati,

1988) or, more broadly, errors of the third kind (Kimball, 1957; Mitroff & Silvers, 2009). Although

abduction goes beyond the description of idiosyncratic data espoused by inductivists, and at the

same time eschews the amethodological formalism of hypothetico-deductivism, it has its own set

of limitations, only two of which can be mentioned here. First, abduction runs the risk of generating

only rudimentary theory (see, e.g., commentary on theory in Orlitzky, Siegel, & Waldman, 2011)—

in contrast to the logical tightness and parsimony of theory underpinned by other epistemologies.

Second, abduction introduces a complex and, arguably, rather subjective set of theory appraisal

criteria (Haig, 2005a, pp. 380-382), which run counter to the clear, straightforward criterion of

predictive success in hypothetico-deductivism (Friedman, 1953).

Statistical and mathematical modeling. In an interesting article, Rodgers (2010) argues that statisti-

cal and mathematical modeling circumvents the NHST problem by avoiding the simplistic and

mechanistic decision making of the traditional binary NHST logic. Comparing observations to the

current model rather than focusing on the nil hypothesis, model fitting (e.g., via structural equation

modeling) represents a nearly perfect instantiation of Platt’s (1964) important advice to all scientists,

namely, that comparing the empirical validity of several alternative hypotheses (or ‘‘models’’)

advances science faster than the conventional ‘‘there-is-probably-not-nothing’’ NHST reasoning

(Dawes, 1991, p. 252; Hofmann, 2002, p. 70).

At the same time, though, what Rodgers (2010, p. 3) characterizes as a ‘‘quiet methodological

revolution’’ does not entirely solve the problem of NHST because, within most modeling efforts,

NHST is still alive and well. Properly conceived, modeling develops plausible causal processes and

structures that are, for example, coherent, elegant, and parsimonious (Abelson, 1995, p. 14; Rodgers,

2010, p. 10) and compares those attributes with competing models. However, in practice, these com-

parisons retain NHST in testing parameter estimates (Rodgers, 2010, p. 10, footnote 9) and also in

overall goodness-of-fit tests, many of which are based on chi-square tests and notorious for their low

statistical power (see, e.g., Overall, 1980; Steele, Hurst, & Chaseling, 2008). Thus, in many studies

using mathematical and statistical models, researchers may falsely conclude that a nonsignificant

value of chi square indicates good model fit. Notably, such apparent ‘‘model fit’’ may be produced

by a Type II error rather than by the verisimilitude of the underlying model. This is particularly pro-

blematic because, in day-to-day research practice, alternative models are far too often chance or nil

models—probably because, unlike natural scientists, most social scientists are not properly trained

in the epistemology of Platt’s (1964) strong inference and the vital epistemological turn discussed by

Rodgers (2010, pp. 7-10).

In sum, model building is, undoubtedly, an appropriate short-term first step in ameliorating the

usage of NHST. However, statistical and mathematical modeling remains embedded in the episte-

mology of hypothetico-deductivism, which arguably gave rise to NHST in the first place (Chow,

1998b, 2000; Neyman, 1957; Ziliak & McCloskey, 2008), and does not emphasize fact finding quite
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as much as the epistemologies of induction or abduction. As Rodgers (2010) perceptively pointed

out, ‘‘The modeling perspective subsumes NHST’’ (p. 7)—it does not abandon and replace it. This

arguably evolutionary (see, in particular, Rodgers, 2010, p. 10, footnote 9) rather than revolutionary

approach to methodological change, though, is not only a long-term weakness but also a strength in

the short run because this continuity with methodological tradition meets the standard of comprehen-

sibility (Suchman, 1995), an important aspect in any institutional change effort, and avoids the spec-

ter of radical epistemological change, which will in turn diminish quantitative researchers’

resistance to it.

Legitimacy of NHST and alternative techniques. The discussion above, which focused on the cultural-

cognitive institutional pillar of epistemology, can be summarized as follows. First, the legitimacy of

the epistemological foundation of NHST has come under attack. Second, alternative epistemologies

have already been identified and advocated. Unfortunately, many social and organizational scientists

are still unaware of the advantages of these alternative epistemologies—or reject them outright in

quantitative science (see Locke, 2007; Rozeboom, 1997). Hence, another crucial step is to enhance

the legitimacy of concrete data analytic techniques that are alternatives to NHST. In the institutional

OS literature, legitimacy is defined as a ‘‘generalized perception or assumption that the actions of an

entity are desirable, proper, or appropriate within some socially constructed system of norms, values,

beliefs, and definitions’’ (Suchman, 1995, p. 574).

Changing Scientific Values and Norms in OS Researchers’ Methods Training

The argument so far implies that, in order to effect institutional change, the normative consensus

about NHST needs to be questioned and ultimately delegitimized. That is, researchers must feel

compelled to abandon NHST by a sense of social obligation that is underpinned by a change in

norms, which are the definitions of the legitimate means to pursue valued ends, and a change in

values, which are ‘‘conceptions of the preferred or the desirable, together with the construction of

standards to which existing . . . behaviors can be compared’’ (W. R. Scott, 2008, pp. 54-55). In this

context, it is important to examine social and organizational scientists’ internalized values and

norms, especially because in any effort to prevent institutional change normative vocabularies are

often invoked to preserve the status quo (Suddaby & Greenwood, 2005).

Hence, a major challenge for critics of NHST is to identify data analysis alternatives to NHST

that are perceived as legitimate. Due to their novelty and focus on empirical uncertainty (in the form

of, e.g., sampling error, measurement error, model misspecification, error of the third type, etc.),

many of the alternatives to NHST currently lack legitimacy compared with the well-established

NHST doctrine. Contemporary researchers have not sufficiently been trained to recognize the prob-

lems inherent in NHST and adopt norms and values more supportive of methodological alternatives.

Thus, because methods training in graduate school can be considered the primary way in which

aspiring researchers are socialized to the norms and values of legitimate quantitative research (Deem

& Brehony, 2000; Hakala, 2009; Mendoza, 2007; Schmidt, 1996), the next section is a comprehen-

sive discussion of the reforms in doctoral training needed for a deinstitutionalization of NHST.

Point estimates and confidence intervals. Many methods experts recommend, as an alternative to

NHST, point estimates of effect sizes with confidence intervals around them as the proper expres-

sion of the empirical uncertainty of these effects (e.g., Brandstaetter, 2001; Dixon, 2003; Hofmann,

2002; Jones & Tukey, 2000; Kline, 2004; Masson & Loftus, 2003; McGrath, 1998; Meehl, 1997;

Schmidt, 1996; Schwab & Starbuck, 2009; Tryon, 2001). However, current courses in research

methodology, unfortunately, still focus on the calculation and reporting of the crude, binary results

of NHST. A shift from NHST to point estimates and confidence intervals would de-emphasize nil-
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hypothesis comparisons and reliance on p values in favor of a more productive focus on affirmative

predictions of different models, similar to the pedagogical approach advocated by Rodgers (2010,

pp. 9-10). Consistent with the epistemologies of induction and abduction, fact finding as well as

proper acknowledgment of empirical uncertainty presented by sampling error (typically expressed

as the standard error) and measurement error would be core and center in such methods training.

Some defenders of NHST (e.g., Abelson, 1997) present the counterargument that confidence

intervals fail to respond adequately to the cognitive demands on researcher information processing.

According to Abelson, researchers require categorical markers for distinguishing between important

findings and trivial findings. Probability values p can and, according to Abelson, ought to be used to

establish the credibility of an empirical finding because p provides an estimate of the likelihood of

only chance having produced the result (Abelson, 1995). In other words, efficiency in information

processing and communication requires a categorical filter of ‘‘importance’’ against the (chance) nil

hypothesis.

This defense of NHST warrants closer scrutiny. First, in almost all theory contexts NHST is no

valid marker of importance, as already mentioned (Bakan, 1966; J. Cohen, 1994; Schmidt, 1996;

Seth et al., 2009; Ziliak & McCloskey, 2008). Second, because confidence intervals can be inter-

preted as equivalent to NHST (Bedeian, Sturman, & Streiner, 2009; Cortina & Dunlap, 1997), it

is unclear how NHST passes Abelson’s (1997) cognitive hurdle, but confidence intervals do not.

Third, this interpretational equivalence also raises some questions about the claim that confidence

intervals represent a genuine alternative to NHST. Admittedly, for every misuse of NHST, there

is an analogous misuse and misinterpretation of confidence intervals (Abelson, 1997). So, like the

epistemologies of mathematical and statistical modeling, data analysis based on point estimates with

confidence intervals around them is an appropriate first step to be taken but does not really address

the fundamental problems of NHST in the long run.

Most important, the fact that confidence intervals can be interpreted as equivalent to NHST does

not imply they inevitably must be (Kline, 2004, p. 80). For example, until the 1930s, ‘‘probable

errors’’ (i.e., 50% confidence intervals) were often reported but were not interpreted as significance

tests (Schmidt, 1996, p. 124). Point estimates and confidence intervals provide more detailed and,

therefore, useful information about the magnitude and variance of effect sizes—especially across

studies (Hunter & Schmidt, 2004; Kline, 2004; Schmidt, 1992)—than NHST does, which invariably

reduces the evidence to binary true/false conclusions (Reichardt & Gollob, 1997). More generally,

emphasis on point estimates and confidence intervals would further increase the interpretive affinity

between the physical sciences and the social sciences (Hedges, 1987). However, what is presently

unclear is whether this shift to physical science values and norms, which favor information more

complex than that proffered by NHST, fits the self-constructed identities of social scientists (see also

Townley, 2002); it certainly does not fit all of them (see also Burrell, 1996; Tsoukas & Knudsen,

2003). Thus, the next suggestion may be more consistent with the self-understandings of many social

scientists.

Shift from objective to subjective probabilities. Traditionally, objectivity is upheld as one of the high-

est values in science (Chalmers, 1999; Kincaid, 1996). For science to be valued internally and exter-

nally, it is usually held, ‘‘nonideological modes of observing, or ‘objectivity’’’ must be

institutionalized (Fuchs, 2001, p. 34). Because results of NHST are often (mis)interpreted as indi-

cators of a study’s replicability or importance of effect size (J. Cohen, 1994; Oakes, 1986; Schmidt,

1996), NHST becomes a signifier of, and shorthand for, scientific objectivity. The ‘‘sizeless stare of

statistical significance’’ (Ziliak & McCloskey, 2008, p. 33) may increase the appearance that social

science research is nonideological and value free and, thus, conforms to the objectivist canon. Yet,

contradicting this mirage of objectivity seemingly created by NHST, many physical scientists regard

NHST as unscientific (Schmidt & Hunter, 1997). Thus, future researchers must be disabused of the
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idea that the objective ‘‘reality’’ of an important finding hinges on the outcome of a statistical

significance test (J. Cohen, 1994; Ziliak & McCloskey, 2008).

To enhance the legitimacy of NHST alternatives, methods training should clearly and explicitly

unmask as illusory the belief that NHST is some deus ex machina for instilling objectivity and fac-

tuality to researcher observations. Rather than embracing objectivism and denying social construc-

tion in social science research, graduate training could move toward subjectivist and intersubjectivist

norms and values. Most importantly, in the long run, this would involve a shift toward a Bayesian

view of probability (Trafimow, 2003). Such a change in graduate training would direct attention to

the explicit acknowledgment of researchers’ subjective beliefs and prior probabilities in theory

validation (Cumming, 2005; Killeen, 2005b; Krueger, 2001). In contrast to the traditional view,

which brackets researcher beliefs and, thus, leads to a false sense of objectivity (Gatsonis et al.,

2001; Kline, 2004), Bayesian estimation explicitly specifies researchers’ expectations or degrees

of belief (Chater, Tenenbaum, & Yuille, 2006). It explicitly (and more effectively than the tradi-

tional frequentist statistics used in OS today) acknowledges variability in researcher perceptions

of the plausibility of given hypotheses, measurement inaccuracies, and the cumulative structure

of science (Matthews, 2000; Pruzek, 1997; Rindskopf, 1997). The main reason why this particular

reform effort is currently quite difficult to implement is that it requires broader normative change in

OS toward values that make subjectivism and intersubjectivism in quantitative research explicit and

transparent. To be sure, in select areas in computer science, economics, and medicine (see, e.g., G. F.

Cooper, 1990; di Bacco, d’Amore, & Scalfari, 2004; Press, 2003), Bayesian approaches have

already replaced the traditional frequentist view of probability, which is the underlying logic of

NHST. Also, in strategic management, several Bayesian studies have started to appear in print

(e.g., J. G. Scott, 2009; Tang & Liou, 2009).

Training in Bayesian statistics raises a number of complex technical issues (see, e.g., Dalton &

Dalton, 2008, pp. 133-134; Gatsonis et al., 2001; Gigerenzer & Hoffrage, 1999; Howard, Maxwell,

& Fleming, 2000; Killeen, 2006; Lewis & Keren, 1999; Press, 2005; Schmidt, 2008, pp. 107-111;

Steel & Kammeyer-Mueller, 2008). So, to avoid the impression that Bayesian statistics is ‘‘just

another’’ tool set, effective pedagogy will have to start with a foundational, relatively easy-to-

understand text such as, for instance, Bovens and Hartmann’s (2004) Bayesian Epistemology or,

alternatively, Howson and Urbach’s (2005) Scientific Reasoning: The Bayesian Approach. Both

books introduce students to the fundamental change in scientific discovery required for Bayesian

interpretations. Then, two excellent articles introducing Bayesian inference could be assigned

(i.e., Pruzek, 1997; Rindskopf, 1997). To emphasize the Bayesian view of probability as a subjective

degree of belief about unknown parameters, Bayes’s theorem, which provides the probability that

the hypothesis is true given the data, that is, p(H |D), could be introduced—with all its wide-

ranging implications for epistemology and data analysis:

pðH jDÞ ¼ pðHÞpðDjHÞ
pðDÞ ; where

p(H |D) is the posterior probability of the hypothesis given the data, replacing the erroneous focus

on p(D |H) implicit in conventional significance testing (J. Cohen, 1994);

p(H) is the (prior) probability of the hypothesis before the data are collected;

p(D) is the (prior) probability of the data irrespective of the truth of the hypothesis; and

p(D |H) is the conditional probability of the data under the hypothesis, which is, of course,

analogous to the p value in NHST if H ¼ H0.

Although frequentist methods are easy to identify in today’s top OS journals, applications of

Bayesian methods, though increasing, are unfortunately still too sparse to provide aspiring Bayesian
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researchers with many exemplars (see Huff, 1999, on the importance of exemplars in research train-

ing). However, the use of some excellent methods textbooks could relatively easily circumvent this

problem. The intricacies of Bayesian data analysis could be presented through the use of, for exam-

ple, Press’s (2003) Subjective and Objective Bayesian Statistics: Principles, Models, and Applica-

tions, which garnered very favorable reviews (Zellner, 2009); Gelman, Carlin, Stern, and Rubin’s

(1995) Bayesian Data Analysis; or Zellner’s (1996) Introduction to Bayesian Inference in

Econometrics.

Triangulation. More broadly, inculcating the values of triangulation in graduate training would

most likely shift emphasis from NHST to alternative and frequently complementary data-analytic

techniques. Triangulation involves the use of multiple study designs, multiple data collection and

analysis techniques, multiple research settings, or most generally, multiple research strategies in

examining a given research question (Sackett & Larson, 1990; Scandura & Williams, 2000; Webb,

Campbell, Schwartz, Sechrest, & Grove, 1981). By embracing triangulation and de-emphasizing the

value and epistemic certainty of single studies (Nelson, Megill, & McCloskey, 1987, p. 8), research-

ers would realize the necessity of establishing the verisimilitude of findings over a long series of

constructive (rather than literal or operational) replications (Lykken, 1968; Tsang & Kwan,

1999). Because, as Scandura and Williams (2000) pointed out, OS has so far insufficiently relied

on triangulation and, therefore, does not reach its full potential in terms of data interpretation, it

is no surprise that NHST has remained prevalent in OS. Hence, more efforts should be invested

in emphasizing, in all graduate training, the value of approximating parameters incrementally. Over

time, with such a normative commitment to constructive replications, a particular finding would be

considered robust if and only if several follow-up studies (changing research settings or designs)

showed similar magnitudes in effect size (such as r or d).

In the long run, researchers convinced of the value of triangulation would, metaphorically speak-

ing, learn to ‘‘use multiple reference points to locate an object’s exact position’’ (Jick, 1979, p. 602).

That is, in triangulating research the focus is on maximizing the diversity of methodologies applied

to examine a given theory. In contrast, meta-analysts can work with data obtained not only in con-

structive replications but also in literal and operational replications. Indeed, some researchers (e.g.,

Algera, Jansen, Roe, & Vijn, 1984) regard the results of a meta-analysis as more credible if the cross-

study operational definitions and measures are as similar as possible, which is, of course, different

from the intent of triangulation. Although triangulation and meta-analysis are both concerned with

replicability, their approaches to external validation are slightly different: Meta-analysis focuses on

effect sizes (such as r or d) and their cross-study generalizability, whereas triangulation focuses on

widening the epistemological lens. For example, triangulation studies that add a qualitative or inter-

pretive angle to a traditionally quantitative line of inquiry may demonstrate the substantive impact of

researchers’ epistemological priors on research conclusions. The extent to which meta-analyses

can accomplish the same objective is limited (see, e.g., Orlitzky, 2011a). These subtle differences

in procedures and orientations explain why triangulation and meta-analysis may contribute to the

deinstitutionalization of NHST in slightly different ways.

Whether triangulation (or meta-analysis) can, in the long run, really help eliminate NHST from

social science practice will primarily depend on future theory development in OS. Currently, OS is

typically characterized by relatively weak theory (Hannan, Polos, & Carroll, 2007; Meehl, 1991;

Pfeffer, 1993), which (among other defects) portrays reality as binary: Some causal effect either

exists or does not exist. However, strong inference (Platt, 1964) requires iterative testing of alterna-

tive theoretical explanations, rather than the one-time comparison of the research hypothesis to the

nil hypothesis. So, if more advanced theory cannot be used to specify different parameter values,

which is a precondition, for example, for comparisons of different analytic models (Rodgers,

2010), NHST is bound to remain a bastion of theory testing in the organizational and all other social
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sciences. The history of psychology seems to reaffirm this caveat. In social psychology, for example,

replications have been under way for many years, yet there is certainly no waning of NHST in

this field.

On the Inadequacy of Exclusive Reliance on Regulatory Reforms

Cognitive-cultural and normative institutional processes typically require regulative sanctions and

incentives for maximum impact. That is, the enforcement mechanisms associated with institutions

include coercive elements through the use of authority and rule setting. Especially in the context of

hierarchical structures (W. R. Scott, 2008), the importance of these regulative forces should not

be underestimated in any account of the persistence of an institutional practice such as NHST. How-

ever, their impact is ambivalent and uncertain, as argued below.

In the institutional context of publish-or-perish career pressures, journal editors and reviewers

serve as powerful regulatory gatekeepers (Beyer, Chanove, & Fox, 1995). In a context of ontological

and epistemological pluralism (Burrell, 1996; Donaldson, 1995; Pfeffer, 1993; Van Maanen, 1995),

scientific value and validity generally are not naturally inherent qualities of the studies submitted to

journals but are ultimately socially conveyed awards (Macdonald & Kam, 2007; Peters & Ceci,

1982). A relatively small group’s (i.e., two to four anonymous reviewers’ and the editor’s) intersub-

jective judgments of appropriate methods (and theories) generally determine publishing success and,

thus, professional advancement (Kuhn, 1996; Park & Gordon, 1996). Usually, the ‘‘wisdom of

crowds’’ (Surowiecki, 2004, p. 3)—for example, in the form of citation counts—applies to the qual-

ity assessment of research only after a particular study has been vetted by a small group of peers.

Unfortunately, though, empirical evidence suggests that, in contrast to collective judgments about

research quality, the small-group peer review process seems to be fraught with errors, particularly

in social and organizational science journals (Gans & Shepherd, 1994; Oswald, 2007; Peters & Ceci,

1982; Starbuck, 2005).

Currently, the consensus among the gatekeepers of OS and other social science journals seems to

be that statistically nonsignificant results do not constitute valuable contributions to knowledge

(Gigerenzer, 2004; Porter, 1992). Reviewers and editors often base rejections on observations of

small effect sizes (Austin, Boyle, & Lualhati, 1998), which, all else equal, are less likely to be sta-

tistically significant than large effect sizes (e.g., Begg, 1994; Coursol & Wagner, 1986; McNemar,

1960). An unsurprising consequence of this convention, which equates small and trivial (J. Cohen,

1994), is that little journal space is devoted to nonsignificant findings (Cortina & Folger, 1998; Hill,

2003; Starbuck, 2007). Junior scholars, who tend to follow editors’ and reviewers’ dictates (Huff,

1999), are not at fault, of course. Researchers who want to appear in print and survive in a

publish-or-perish environment are motivated by force, fear, and expedience to continue using NHST

(Gigerenzer, 2000). As Mahoney noted in reference to NHST years ago, ‘‘Until the rules of the sci-

ence game are changed, one must abide by at least some of the old rules or drop out of the game’’

(Mahoney, 1976, p. xiii). At present, the rules of the game are rituals enforced by many journal

reviewers and editors, who assume that the mechanistic use of NHST can lend more credibility

to findings because p < .001 results can somehow be considered more ‘‘real’’ or substantively impor-

tant than p < .05 or nonsignificant results (e.g., p¼ .0501). Although this assumption is clearly false

(J. Cohen, 1994; Schmidt, 1996; Schmidt & Hunter, 1997; Ziliak & McCloskey, 2008), long back-

and-forth debates with reviewers and editors about the validity and scientific value of statistically

nonsignificant results are often futile (Abrahamson, 2007; Starbuck, 2007).

From an institutional perspective of systemic change, regulative pressures are undoubtedly nec-

essary because we cannot really expect an abandonment of NHST in OS if only the (prepublication)

actions of individual researchers are the focus of NHST critics’ advice. For the demise of NHST,

journal editors must follow their NHST-averse rhetoric with concrete actions because of the
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importance of shifts in power coalitions for the deinstitutionalization of social practices (Oliver,

1992). For example, although Mahoney (1976) and J. P. Campbell (1982) both privately recognized

and lamented the weaknesses of NHST, during their editorships at two different psychology journals

reliance on NHST continued unabated in articles in those journals (Pedhazur & Schmelkin, 1991, p.

201). So, without a change in the broader regulative insistence on NHST at OS journals, a shift

toward alternatives is unlikely. How much of a difference regulative pressure can make was shown

at two medical journals (Epidemiology and American Journal of Public Health) where a change in

editorial regimes brought about a precipitous decline in NHST (Fidler, Cumming et al., 2004, p. 617;

Shrout, 1997, p. 1). In Epidemiology, the shift toward greater researcher attention to effect size mag-

nitude persisted, whereas in the American Journal of Public Health there was a resurgence of NHST

after the respective NHST opponents had left their editorial posts at these two medical journals

(Ziliak & McCloskey, 2008).

In general, OS editors and reviewers may be reluctant to implement regulative reforms because

alternatives to NHST not only are currently imbued with a great deal of epistemic uncertainty but

also require changes in graduate training (see the prior section on cultural-cognitive reforms). To

help editors make more informed decisions about the transition to alternative statistical techniques

and ultimately avoid editorial conservatism, task forces of the main scientific associations, as well as

subsequent revisions of guidelines in publication manuals, could be an important first step in these

regulative reform efforts (e.g., Fidler, 2002; Finch, Thomason, & Cumming, 2002). For example, the

American Psychological Association (APA) created a task force to study the NHST controversy.

Although some (e.g., Hunter, 1997) had hoped for a NHST ban as its outcome, the APA Task Force

on Statistical Inference only went so far as to recommend the reporting of effect sizes and confidence

intervals around it (Kline, 2004). The task force regarded a NHST ban as too extreme (Wilkinson,

1999), most likely because effect sizes that are not based on NHST are unavailable for quite a few

research designs and statistical analyses (Fidler, 2002; Kline, 2004). The fifth edition of the APA

Publication Manual, used by many social and organizational sciences other than psychology,

adopted the task force’s critical but moderate stance on NHST. The sixth edition (see APA, 2010,

p. 33 ) preserves this conservative stance toward NHST by emphasizing the liberties and preroga-

tives of editors in setting journal policy regarding the statistical reporting of results.

Several years before the APA task force, in 1988, the International Committee of Medical Journal

Editors (ICMJE) embarked on a more far-reaching regulatory reform effort. The ICMJE’s guidelines

for medical researchers were as follows:

When possible, quantify findings and present them with appropriate indicators of measure-

ment error or uncertainty (such as confidence intervals). Avoid relying solely on statistical

hypothesis testing, such as the use of p values, which fail to convey important information

about effect size. (Fidler, Thomason, Cumming, Finch, & Leeman, 2004, p. 120)

Over 300 medical journal editors indicated their willingness to comply with these guidelines (Ziliak

& McCloskey, 2008). Nonetheless, when the ICMJE’s and one important change agent’s (Rothman,

1986) goals are compared to the actual research reports in medical journals, the evidence again sug-

gests that such regulative reforms have largely failed (Fidler, Thomason et al., 2004; Ziliak &

McCloskey, 2008).

Hence, the view based on the institutional perspective proposed in this article implies that simply

banning NHST will, most likely, be ineffective or unrealistic. Such a ban may be ineffective because

some research suggests that institutionalized processes are very difficult to delegitimize through reg-

ulatory fiat. For example, an ethnomethodological study by Zucker (1991) indicates that institutional

effects are easy to create but difficult to dissolve through sanctions. When reform efforts are only

regulative and lack the two aforementioned characteristics (cognitive and normative legitimacy),
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they often engender considerable resistance to change (Henisz & Zelner, 2004). Furthermore, a

NHST ban may be unrealistic because, first, for some complex multivariate research designs, effect

sizes have not been developed yet (Fidler, 2002; Kline, 2004). Second, it would be unclear who

would issue or enforce such an edict in a pluralistic and decentralized field such as OS (Van Maanen,

1995).

A neoinstitutional perspective on the NHST problem suggests that, most likely, additional incen-

tives will have to be offered to make other, non-NHST procedures more attractive. Some of the

incentives may already be present because of study-inherent rewards, such as the observed generally

high research impact of meta-analyses (Judge, Cable, Colbert, & Rynes, 2007). Of course, such

approach-based, rather than avoidance-based, solutions to the NHST problem will have to be accom-

panied by referees’ constant reminders to focus on effect sizes and measures of empirical uncertainty

rather than on NHST because even a cursory review of OS journals shows that NHST is still endemic

in meta-analyses and mathematical models.

Furthermore, journal editors and reviewers could offer external rewards by incentivizing the use

of suitable alternative approaches, which are determined by study context (Schwab, Abrahamson,

Starbuck, & Fidler, 2011; Ziliak & McCloskey, 2008), in addition to NHST. At present, the

approach that appears to be most compatible and congruent with the current epistemology of theory

testing in the social and organizational sciences is, arguably, the modeling framework advocated by

Rodgers (2010). Other guidelines, such as reporting of the probability of replicating an effect (prep),

may be useful not only for eliminating some of the pitfalls of NHST but also for gauging the risks of

pursuing a particular line of study (Killeen, 2005a). It is important to note, though, that the congruity

of new techniques (such as mathematical modeling or prep) with epistemological conventions (such

as the true/false dichotomy) will increase their initial accessibility. However, these congruous meth-

ods also do not present a viable long-term solution because, as noted herein and by other researchers

(e.g., Doros & Geier, 2005; Wagenmakers & Gruenwald, 2006), they preserve quite a few problems

inherent in NHST. In contrast, when alternatives contradict widespread epistemological premises

and are difficult to comprehend (see, e.g., Cumming, 2005; Schmidt, 2008), their influence may

be limited to particular journals and, thus, fail to transform an entire discipline. This realistic expec-

tation, applicable at least to some extent to techniques such as prep and Bayesian procedures, is again

consistent with the neoinstitutional approach of this article, which highlighted the social forces

affecting the conduct of science. Generally, in contrast to previous methodological discussions of

NHST, the critics of NHST should realize that deinstitutionalization must involve reform efforts

that are not only regulative but also firmly supported by the other two institutional pillars—

cultural-cognitive and normative—in order to neutralize the ‘‘contagion of legitimacy’’ (Zucker,

1991, p. 105) currently attached to NHST.

Conclusion

In sum, this article argued that, in any effort to delegitimize and deinstitutionalize NHST, two seri-

ous and opposite errors should be avoided. First, small piecemeal change is likely to be counterpro-

ductive in the long run because it does not lead to any lasting substantive change. When each reform

effort proposed in this article is implemented in isolation rather than in conjunction with other insti-

tutional, or systemic, change efforts, NHST is bound to prevail because of the predominant charac-

teristic of institutions to stabilize social systems and, thus, be relatively inert (Jepperson, 1991;

Meyer & Rowan, 1977; W. R. Scott, 2008). From such a sociological perspective, when institutions

are maintained by all three pillars (i.e., cultural-cognitive, normative, and regulative forces) bottom-

up reform through a change of individual researchers’ methodological practices is an unrealistic

expectation. For example, if NHST is really such a fundamental problem in data analysis, can we

really expect a solution from individual researchers embracing statistical techniques that either are
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widely perceived as equivalent to NHST or draw on NHST logic at nearly every step? Or, can NHST

really be eliminated without a commitment to greater precision in the theoretical specification of

parameters?

Second, the opposite extreme, namely, the wholesale rejection of all NHST approaches, is

equally counterproductive. For example, there is a rhetorical strategy among some NHST critics

based on the argument that post-NHST organizational and social science must start from scratch:

You can’t believe anything [in NHST-based research in economics]. Not a word. It is all

nonsense, which future generations of economists are going to have to do all over again. Most

of what appears in the best journals of economics is unscientific rubbish. (McCloskey, 2002,

p. 55)

Contrary to this argument, many research reports in OS do provide data that are useful for

meta-analytic integrations, which in turn can be used as input for the development of causal models

among key constructs (Hunter & Schmidt, 2004; Schmidt, 1992). As an analogy, although it is true

that Einstein revolutionized physics, it is false to claim that all of Newton’s earlier findings were

rendered obsolete by Einstein’s theories (Hawking, 1996; Wiener, 1958). So, the rhetoric employed

in attacks on the illegitimacy of a scientific practice should not exaggerate the ill effects of NHST.

Exaggerated rhetoric is likely to produce unnecessary and unhelpful psychological resistance among

significance testers, who presently comprise the vast majority of social and organizational scientists.

Inflated claims about the futility of NHST-based research will only strengthen such defensiveness,

which is ultimately brought about by an erosion of scientific confidence (Chalmers, 1999; Kuhn,

1996).

Hence, the central conclusion of this article is that the proponents of institutional reform must

steer clear of the Scylla of small, hardly perceptible methodological changes within an unchanged

prereform epistemology and the Charybdis of emotive, factual exaggeration, which only invites

defensiveness (see also Orliztky, 2011b, for more details). A number of cultural-cognitive, norma-

tive, and regulative reforms were proposed instead. More specifically, as shown in Figure 1, the sug-

gested reforms across the three institutional domains can be graphically displayed along the y-axis of

perceived importance and the x-axis of required time horizon. The vertical coordinate of importance

represents a subjective assessment of the relative importance of the particular reform effort. Impor-

tance, in turn, is a function of the extent to which each change effort represents a genuine, substan-

tive shift away from hypothetico-deductivism and can be internalized and to what extent its resultant

change in data analysis practice is likely to persist in OS. The horizontal coordinate of time horizon

is the extent to which each particular reform is expected to take time (‘‘long term’’) or has, in fact,

already emerged in past or current OS research practice (‘‘short term’’). In general, the more radical

and revolutionary the proposed reform, the longer the time horizon required for its implementation.

In the context of Figure 1, it should be emphasized that the reformers cannot exclusively rely on the

two upper quadrants representing high-importance change. Rather, all institutional reforms tabu-

lated in Figure 1 ought to be pursued in conjunction by those who consider the deinstitutionalization

of NHST a vital precondition for meaningful quantitative research. Conversely, to preserve NHST

(if readers disagree with the authors cited on the first few pages of this article on the severity of the

NHST problem), opponents to methodological reform will have to prevent the developments listed

in all four quadrants of Figure 1.

The relatively low importance of a NHST ban, as shown in Figure 1, should not be interpreted as

suggestive of the low importance of all regulative forces in general. Although, admittedly, self-

interested compliance with rules and sanctions is not as important within institutional theory as it

would be from an economic or political science perspective (W. R. Scott, 2008, p. 52), researchers

should still be offered incentives to abandon, or at a minimum reduce reliance on, NHST. What,
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from the institutional perspective of this article, is most important is that, as already noted above,

researchers are incentivized to make fundamental cultural-cognitive and normative changes rather

than only comply with surface-level, and possibly temporary, coercive solutions, such as a NHST

ban (Fidler, Thomason, et al., 2004; Ziliak & McCloskey, 2008). A good starting point in that

respect would be the continuation of the Academy of Management preconference workshops on

NHST and their alternatives, organized by Schwab and his colleagues under the auspices of the

Research Methods and other Divisions. In the final analysis, however, such relatively small-scale

workshops are likely to be ineffective if there is no fundamental global change in how epistemology

and statistics are taught in undergraduate and graduate programs, as suggested in the previous sec-

tions on cultural-cognitive and normative reforms.

Generally, the discussion in this article emphasized that the reforms required for the deinstitutio-

nalization of NHST are wide-ranging—and certainly not limited to methodological improvements or

individual-level adjustments in researcher decisions. Broader regulative reforms, such as changes in

publication manual and journal style guidelines, are undoubtedly necessary to delegitimize NHST.

However, because so many wider epistemological and normative issues are implicated, rational

methodological critiques by themselves are unlikely to make much difference in changing institu-

tional practice in the social and organizational sciences. They would work only if NHST were not

Importance

High

Adoption of Alternative 

Epistemologies Exhibiting Minimal 

Reliance on NHST (C):

Abduction (e.g., in Meta−Analysis) (C)

Statistical/Mathematical Modeling (C)

Extrinsic and Intrinsic Rewards 

Offered for Use of Alternatives (R)

Adoption of Epistemological 

Alternatives to Hypothetico−

Deductivism (C):

Inductive Reasoning in Quantitative OS 

(C)

Subjective Probabilities Instead of 

Frequentist Assumptions (N)

Triangulation (N)

Low

Reporting of Point Estimates and 

Confidence Intervals (N)

Banning of NHST in OS Journals 

(R)

Short Term Long Term

Figure 1. Reform proposals sorted by importance and expected time horizon
Note: Letters in parentheses indicate main institutional forces invoked in specific reform proposals: C ¼ cultural-cognitive
forces; N ¼ normative forces; R ¼ regulative forces. NHST ¼ null hypothesis significance testing; OS ¼ organization studies.
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a deeply embedded institution within the social project of OS. For NHST reforms to happen and

stick, an OS-wide debate about the pros and cons of NHST must begin so that the methods experts

opposing NHST will not remain ‘‘voices crying in the wilderness’’ (Schmidt, 1996, p. 116). Any

deinstitutionalization of NHST must be based on the realization that the probability is low that the

legitimacy of NHST will erode only because the technique can be shown to be scientifically dys-

functional. Rather, to delegitimize such a firmly institutionalized practice as NHST, political and

social pressures for collective change will most likely have to accompany all those rational-

functional critiques (Oliver, 1992). For example, political pressure could emerge from demographic

changes among quantitative OS researchers, that is, increasing proportions of Bayesian statisticians

and of researchers who rely on exploratory data analysis (Tukey, 1977), modeling (Rodgers, 2010),

robust statistics (Wilcox, 1998), or resampling techniques, which are also known as computer-

intensive methods (Diaconis & Efron, 1983). Generally, research sponsors, methods experts, and

journal editors have an important role to play in accelerating these demographic shifts by facilitating

the implementation, and/or convincingly highlighting the advantages, of non-NHST procedures.

However, to what extent these reforms can really constitute a concerted effort remains very much

an open question. On the one hand, there are important compatibilities among the potential reform

initiatives. For example, Bayesian reasoning is, in general, consistent with Rodgers’s (2010) empha-

sis on the epistemology of modeling (Krauss, Martignon, & Hoffrage, 1999). Or, as another exam-

ple, triangulation and abduction are consistent with the incremental estimation of point estimates and

confidence intervals in replications. On the other hand, Figure 1 also indicates that pressure will have

to be applied from very different research communities characterized by fundamental epistemolo-

gical incommensurabilities. For example, inductive reasoning tends to be philosophically aligned

with an objectivist ontology underpinning the reliability of human sensory perception (Locke,

2007), whereas many8 Bayesians believe in the social construction of knowledge (Pruzek, 1997;

Rindskopf, 1997). That is, inductivists assume that the OS research community can turn back time

to an era when human observation and reason were not philosophically problematized yet. Although

a joining of forces of the different research communities that are dispersed across the four quadrants

of Figure 1 cannot be presumed, it is an open question whether such disjointed attacks on NHST

bode well or ill for the abandonment of NHST. It is certainly plausible to suggest that NHST may

indeed be delegitimized more quickly if different, highly dispersed research communities assail it

from different angles.

Beneath the surface of this article lurks a Darwinian conjecture. Would not demographic shifts

(i.e., by significance testers gradually going extinct) and other evolutionary changes ensure that only

the most appropriate, or ‘‘fittest,’’ methods survive in the long run? In cultural and scientific evolu-

tion, however, things may be a bit more complicated than in natural evolution (see also Gould, 2002,

p. 969), as the arguments presented in this article implied. Scientific progress (à la Spencerian selec-

tion pressure via ‘‘survival of the fittest’’)—however such progress may ultimately be defined

(see, e.g., D. T. Campbell, 1990; Rescher, 1990; Wuketits, 1990, pp. 173-175)—cannot neces-

sarily be assumed when evolutionary dynamics are marked by relatively stable periods of nor-

mal science interrupted by periods of methodological upheaval (Feyerabend, 1975; Kuhn,

1996). In fact, the insight that there is ‘‘no innate tendency to progressive development’’ may

represent Darwin’s ‘‘greatest conceptual advance over previous evolutionary theories’’ (Gould,

2002, p. 468).9 In cultural and scientific evolution, one major reason why teleological progress

toward an appropriate, rational goal (e.g., of superior methodology) does not necessarily occur

is the impact of sociological, political, or psychological forces rather than rational calculation

during periods of discord, upheaval, transition, or political consensus building (Gersick, 1991;

Gould, 2002, pp. 999-1022). To the point, the organizational and social sciences have a record

of many false starts and myths10 and overall a distinct lack of progress (see, e.g., Donaldson,

1995; Ghoshal, 2005; Nola, 2003; Pfeffer, 1993). Specifically, the methodological history of

216 Organizational Research Methods 15(2)

 at SAGE Publications on April 27, 2015orm.sagepub.comDownloaded from 

http://orm.sagepub.com/


NHST seems to suggest the same conclusion (Kline, 2004; Seth et al., 2009; Ziliak & McCloskey,

2008). More generally, the plausible argument has been advanced that much could be gained if

only the organizational and other social sciences went back to first principles in epistemology

(J. Cohen, 1990; Donaldson, 1996; Hambrick, 2007; Hoppe, 2007; Locke, 2007; Rosenthal,

1995; Schmidt, 1996; Tukey, 1977).

In many social practices (including social science practices such as NHST), there is a knowing–

doing gap (e.g., see Pfeffer & Sutton, 2000); that is, individuals and collectives follow institutional

practice, or a social ritual, rather than best practice.11 In an exploratory rather than definitive attempt

at closing this gap, the present article first highlighted the gravity and extent of the problem of

statistical significance testing. Then, it described the most important cultural-cognitive, normative,

and regulative preconditions for the deinstitutionalization of NHST. In this effort, a neoinstitutional

perspective was combined with ideas from the philosophy of science to develop a set of recommen-

dations for quantitative research reforms that transcend purely methodological change efforts.

The central question now is whether the community of OS researchers will really be able to drop

the ‘‘heavy tool’’ (Weick, 1996, p. 301) of NHST, if epistemology and the institutional practice

of the social and organizational sciences are indeed the root causes of the problem.
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Notes
1. Not all null hypotheses are so-called nil hypotheses, which refers to null hypotheses that postulate no effect

or an effect size of zero (J. Cohen, 1994, p. 1000). It should be noted that many of the problems associated

with null hypothesis significance testing (NHST) are not due only to nil hypotheses but to statistical signifi-

cance testing more generally. For the purposes of this article, the abbreviation NHST refers to both null

hypothesis significance testing and null hypothesis significance tests.

2. Because methodological critiques of NHST typically emerge from social science disciplines that approach

problems from an individualist epistemology (i.e., psychology rather than sociology), critics’ focus on the

responsibility or irresponsibility of individual quantitative researchers is not surprising. In contrast, this arti-

cle assumes that accounts about the sociology of science—like descriptions of all social phenomena—are

incomplete if based exclusively on individualist explanations (see also Kincaid, 1996, Chapter 5; Knorr-

Cetina, 1999; Kuhn, 1996).

3. First, methodological individualism is the idea that ‘‘all true theories of social science are reducible to the-

ories of individual human action’’ (Nozick, 1977, p. 353). Second, in this article, methodological individu-

alism refers to the related and more specific idea of researchers making atomistic, individual decisions about

the methods used in their research. Because of their asocial and decontextualized nature, both theses lack

credibility.

4. This percentage was estimated by using Van Maanen’s (1998) introduction to qualitative research in Admin-

istrative Science Quarterly. The 1986–1996 column shows 178 quantitative articles, and the total number of

empirical articles in that 10-year period was 36 (qualitative) þ 178. A study of the Journal of Applied Psy-

chology (Hubbard, Parsa, & Luthy, 1997) and my own review of the Academy of Management Journal (dis-

cussed later) suggest that these estimates of the total number of quantitative articles (83%) and the number of

NHST in those articles (95%) are most likely conservative estimates.
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5. Hempel (1965) is commonly seen as the architect and codifier of hypothetico-deductivism. However, the

way NHST is currently used by most social and organizational scientists is actually closer to Popper’s

(1969, 1972) doctrine of falsificationism, emphasizing the importance of disconfirming evidence, rather

than Hempel’s law-like generalizations and possibility of verification (for supportive interpretations of

hypothetico-deductivism in the context of Hempel’s and Popper’s logics of science, see, e.g., B. P. Cohen,

1989; Chow, 1998b, 2000; Chalmers, 1999; Gorski, 2004; Kincaid, 1996).

6. The influence of this meta-analysis was first postulated by Vogel (2005, p. xvi) and, with over 120 Google

Scholar citations per year, most recently included, as the fourth most important study, in Hoffman’s tabu-

lation of 75 seminal articles in the field of business and the natural environment (http://oneaomonline.blog

spot.com/2011/07/thirty-five-years-of-research-on_13.html). The study also won the 2004 Moskowitz

award for outstanding quantitative research relevant to the social investment field. More details can be

found in Orlitzky (2008, p. 114).

7. As noted in a later section, regulative pressures by editors and reviewers effectively cause many researchers

to adopt this framing of meta-analysis as a theory-testing rather than fact-finding tool.

8. Not all Bayesians follow a subjectivist epistemology (Press, 2003; Reichardt & Gollob, 1997).

9. Yet other statements by Darwin show his reluctance to abandon ‘‘his culture’s central concern with prog-

ress, if only to respect a central metaphor that appealed so irresistibly to most of his contemporaries’’

(Gould, 2002, p. 468).

10. The idea of progress in the organizational and social sciences is itself a myth, a ‘‘great psychic balm’’

(Gould, 2002, p. 588), possibly born from the desire of each generation of social scientists to preserve and

enhance their self-esteem and scientific identity.

11. A less charitable conclusion, supported by considerable empirical evidence (e.g., Gigerenzer, 2004; Oakes,

1986; Schmidt, 1996; Seth et al., 2009; Ziliak & McCloskey, 2008), is that many OS researchers are still

unaware of the problems related to NHST and, therefore, currently assume that NHST represents best prac-

tice in data analysis.
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