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Figure 6-7  Independent-Samples T Test Window

2. Click gender into the Grouping
Variable box. Click Define Groups.

3. In the Define Groups window,
type “1” in the Group 1 box and
type “2” in the Group 2 box.
Click Continue.

1. Click ftgr_gay
and ft_rep into the
Test Variable(s) box.

Figure 6-8  Specifying Test Variables and Defining the Grouping Variable

decision rule is to minimize the probability of rejecting the null hypothesis when, in the population from which 
our sample was randomly drawn, the null hypothesis is in fact true. This is called Type I error. If we are going to 
get it wrong, we want to accept the null hypothesis when, in fact, it is false. This is called Type II error, and the 
inferential rule is freighted toward committing Type II error and away from committing Type I error.

With these principles in mind, let’s ask SPSS to test the two gender gap hypotheses. Click Analyze  
Compare Means  Independent-Samples T Test. The Independent-Samples T Test window appears  
(Figure 6-7). SPSS wants to know two things: the name or names of the test variable(s) and the name of the 
grouping variable. SPSS will calculate the mean values of the variables named in the Test Variable(s) panel for 
each category of the variable named in the Grouping Variable box. It will then test to see if the differences 
between the means are significantly different from 0.

We want to compare the means for men and women on two feeling thermometers: ftgr_gay (gays) and 
ft_rep (Republican Party). Find ftgr_gay and ft_rep in the variable list and click both of them into the Test 
Variable(s) panel. (See Figure 6-8.) Because you want the means of these variables to be calculated separately for 
each sex, gender is the grouping variable. When you click gender into the Grouping Variable box, SPSS moves 
it into the box with the designation “gender(? ?).” The Define Groups button is activated (Figure 6-8). SPSS 


