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First, consider the weak magnitude of the constant, .292. For states in which 0 percent of residents have college 
degrees, the estimated percentage of female legislators is merely three-tenths of a percent, an implausibly low 
number.4 In fact, you will sometimes obtain regression results in which the constant is a negative number, which 
leaves the realm of the implausible and enters the realm of the impossible, at least for dependent variables, such as 
womleg_2015, that cannot assume negative values. (In one of this chapter’s exercises, you will obtain a negative 
constant, even though the dependent variable cannot take on negative values.) Simply stated, SPSS anchors the line 
at the Y-intercept that produces the best estimates for the data. Of course, you can use the equation to arrive at a 
more realistic estimate for cases having the lowest observed value on the independent variable. For example, for 
states in which 20 percent of the population has a college degree—a value that is quite close to the actual minimum 
of BA_or_higher—we would estimate a value on womleg_2015 of about 18 percent: .292 + .878*20 ≈ 18 percent. 

The regression coefficient, .878, says that for each percentage-point increase in BA_or_more, there is 
an average increase of .878 of a percentage point in the percentage of female legislators. Again, increase the 
percentage of BA_or_more graduates by 1, and the percentage of women legislators goes up by almost nine-
tenths of a percentage point, on average. In the population, could the true value of the regression coefficient be 0? 
Probably not, according to the t-ratio (5.104) and the P-value (0.000). And, according to the adjusted R-square, 
the independent variable does a fair amount of work in explaining the dependent variable. About 33 percent of 
the variation in womleg_2015 is explained by BA_or_more. As bivariate regressions go, that’s not too bad. 

SCATTERPLOTS

An SPSS graphic routine, Scatter/Dot, adds a visual dimension to correlation and regression and thus can help 
you paint a richer portrait of a relationship. Consider Figure 8-3, created using Graphs  Legacy Dialogs  
Scatter/Dot and edited in the Chart Editor. This graph, generically referred to as a scatterplot, displays the cases 
in a two-dimensional space according to their values on the two variables. The horizontal axis (X-axis) is defined 
by the independent variable, BA_or_more, and the vertical axis (Y-axis) is defined by the dependent variable, 

Figure 8-3  Scatterplot with Regression Line


