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SPSS runs the cross-tabulation analysis again, and this time it has produced two additional tables of 
statistics: Chi-Square Tests and Directional Measures (Figure 7-2). Given the parsimony of our requests, SPSS 
has been rather generous in its statistical output. In the Chi-Square Tests table, focus exclusively on the row 
labeled “Pearson Chi-Square.” The first column, labeled “Value,” provides the chi-square test statistic. A test 
statistic is a number that SPSS calculates from the observed data. Generally speaking, the larger the magnitude of 
a test statistic, the less likely that the observed data can be explained by random sampling error. The smaller the 
test statistic, the more likely that the null’s favorite process—random chance—accounts for the observed data. So, 
if the observed data perfectly fit the expectations of the null hypothesis, then the chi-square test statistic would 
be 0. As the observed data depart from the null’s expectations, this value grows in size, allowing the researcher to 
begin entertaining the idea of rejecting the null hypothesis.

For the envjob_3–dem_educ3 cross-tabulation, SPSS calculated a chi-square test statistic equal to 7.449. 
Is this number, 7.449, statistically different from 0, the value we would expect to obtain if the null hypothesis 
were true? Put another way: If the null hypothesis is correct, how often will we obtain a test statistic of 7.449 
by chance? The answer is contained in the rightmost column of the Chi-Square Tests table, under the label 
“Asymp. Sig. (2-sided).” For the chi-square test of significance, this value is the P-value. In our example SPSS 
reports a P-value of .114. If the null hypothesis is correct in its assertion that no relationship exists between the 
independent and dependent variables, then we will obtain a test statistic of 7.449, by chance, about 11 percent 
of the time. Because .114 exceeds the .05 standard, the null hypothesis is on safe ground. From our initial 
comparison of percentages, we suspected that the relationship might not trump the null hypothesis. The  
chi-square test has confirmed that suspicion. Accept the null hypothesis.

Turn your attention to the Directional Measures table, which reports the requested measure of Somers’s 
d. In fact, three Somers’s d statistics are displayed. Because SPSS doesn’t know how we framed the hypothesis, 
it provided values of Somers’s d for every scenario: symmetric (no hypothetical expectations about the 
relationship), envjob_3 dependent (envjob_3 is the dependent variable and dem_educ3 is the independent 
variable), and dem_educ3 dependent (dem_educ3 is the dependent variable and envjob_3 is the independent 
variable). Always use the dependent variable in your hypothesis to choose the correct value of Somers’s d. 
Because envjob_3 is our dependent variable, we would report the Somers’s d value, −.029.

What does this value, −.029, tell us about the relationship? Because the statistic is negative, it tells us that 
increasing codes on dem_educ3 are associated with decreasing codes on envjob_3. We can discern a faint 
pattern: More-educated respondents (coded 3 on dem_educ3) are slightly more likely to fall into the “Envir” 
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Figure 7-2  Chi-square Tests and Directional Measures Results (ordinal-level relationship)


