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the average change in the dependent variable for each unit change in the independent variable. A regression 
coefficient of –.535 tells us that for each one-unit increase in the percentage of frequent attenders, there is a 
.535-unit decrease in the percentage of female legislators. So a 1-percentage-point increase in attend_pct is 
associated with a .535-percentage-point decrease in womleg_2015.1

What would the null hypothesis have to say about all this? Of course, we are not analyzing a random sample 
here, since we have information on the entire population of 50 states. But let’s assume, for illustrative purposes, 
that we have just analyzed a random sample and that we have obtained a sample estimate of the effect of attend_
pct on womleg_2015. The null hypothesis would say what it always says: In the population from which the sample 
was drawn, there is no relationship between the independent variable (in this case, the percentage of frequent 
attenders) and the dependent variable (the percentage of female legislators). In the population the true regression 
coefficient is equal to 0. Furthermore, the regression coefficient that we obtained, –.535, occurred by chance.

In SPSS regression results, you test the null hypothesis by examining two columns in the Coefficients 
table—the column labeled “t,” which reports t-ratios, and the column labeled “Sig.,” which reports P-values. 
Informally, to safely reject the null hypothesis, you generally look for t-ratios with magnitudes (absolute values) 
of 2 or greater. According to the results of our analysis, the regression coefficient for attend_pct has a t-ratio of 
–7.097, well above the informal 2-or-greater rule. A P-value, which tells you the probability of obtaining the 
results if the null hypothesis is correct, helps you to make more precise inferences about the relationship between 
the independent variable and the dependent variable. If “Sig.” is greater than .05, then the observed results would 
occur too frequently by chance, and you must not reject the null hypothesis. By contrast, if “Sig.” is equal to or 
less than .05, then the null hypothesis represents an unlikely occurrence and may be rejected. The t-ratio for 
attend_pct has a corresponding P-value of .000. If the null is correct, then random sampling error would have 
produced the observed results zero times in a thousand. Reject the null hypothesis. It depends on the research 
problem at hand, of course, but for most applications you can ignore the t-ratio and P-value for the constant.2

How strong is the relationship between attend_pct and womleg_2015? The answer is provided by the 
R-square statistics, which appear in the Model Summary table. SPSS reports two values, one labeled “R Square,” 
and one labeled “Adjusted R Square.” Which one should you use? Most research articles report the adjusted value, 
so let’s rely on adjusted R-square to provide the best overall measure of the strength of the relationship.3 Adjusted 
R-square is equal to .502. R-square communicates the proportion of the variation in the dependent variable that is 
explained by the independent variable. Like any proportion, R-square can assume any value between 0 and 1. 
Thus, of all the variation in womleg_2015 between states, .502, or 50.2 percent, is explained by attend_pct. 

So that you can become comfortable with bivariate regression—and to address a potential source of confusion—
let’s do another run, this time using BA_or_more as the independent variable. Click Analyze  Regression  Linear. 
Leave womleg_2015 in the Dependent box, but click attend_pct back into the Variables list. Click BA_or_more into 
the Independent(s) box and click OK. Examine the Coefficients table and the Model Summary table.
What is the regression line for the effect of BA_or_more on womleg_2015? It is

Percent female state legislators = .292 + 0.878*BA_or_more.


