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must be accepted as statistically likely—likely being defined as an event that would occur more frequently than 5 
times out of 100 (>.05). Of course, not all hypothetical claims within the 95 percent bandwidth are equally 
probable. Proposed population means that are closer to the observed sample mean (in our example, around 51.63) 
are much more likely than population means farther out, on the frontier near the upper or lower boundaries. 

The 95% CI—and the .05 standard—also comes into play when making inferences about the difference 
between a sample mean and a hypothetical population mean. Suppose that someone claimed that the true 
population mean is 52, not the observed NES sample mean of 51.63. The proposed mean of 52 falls within the 
95% CI, between 50.89 and 52.37. Thus, there is a probability of greater than .05 that the claim is correct, and 
so we cannot reject it. Now, the fact that the hypothetical mean falls within the 95% CI directly implies that the 
difference between the observed mean (51.63) and the proposed mean (52) is not statistically significant; that is, 
it would occur by chance more than 5 times out of 100. Framed in the same language used earlier to describe 
the 95% CI of a single sample mean, we can say that 95 percent of all possible differences between an observed 
sample mean and a hypothetical population mean will fall in this interval:

(Sample mean – Hypothetical population mean) ± 1.96(Standard error of sample mean).

Furthermore, if 0 falls within the 95% CI, then we must infer that the difference is statistically 
indistinguishable from zero. Logically enough, if the 95% CI does not include 0, then we conclude that the 
difference is statistically significant. Applied to the example, the difference between the sample mean and the 
hypothetical mean is equal to 51.63 – 52 = −.37. The 95% CI’s lower boundary = −.37 − 1.96(.38) = −1.11. The 
upper boundary = −.37 + 1.96(.38) = .37. Figure 6-4 displays the 95% CI for this example. Notice that the 95% CI 
includes 0. Thus, even though the two numbers, 51.63 and 52, appear to us to be different, from a statistical 
standpoint they are not different at all. If the NES were to draw its sample again, there is a probability of greater 
than .05 that ftgr_gay’s new mean could be 52 instead of 51.63.

We have seen that the 95% CI is a simple yet effective inferential tool. But it is blunt. It tells us that there is 
a probability of greater than .05 that the population mean—or the difference between two means—lies within 

Figure 6-4 Error Bar Chart (Difference between Sample Mean and Hypothetical Population Mean)


