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E. Use the regression equation to estimate the tolerance score for the typical respondent, which we will 
define as a person having the mean values of all the independent variables. Run Descriptives to obtain the 
mean values for each independent variable. Write the means in the table that follows: 

Age (age) Education (educ) Political views (polviews)

Mean ? ? ?

F. When you use the mean values to estimate the tolerance score for the typical person, you obtain an 
estimate equal to (fill in the blank) ____________.

That concludes the exercises for this chapter. 

NOTES

1. Regression analysis on variables measured by percentages can be confusing. Always stay focused on the exact units of 
measurement. One percentage point would be 1.00. So if attend_pct increases by 1.00, then womleg_2015 decreases, on 
average, by .535, or about one-half of a percentage point.

2. The t-ratio for the Y-intercept permits you to test the null hypothesis that, in the population, the Y-intercept is 0. In this 
case, we have no interest in testing the hypothesis that states having 0 frequent attenders have 0 percent women in their 
state legislatures.

3. Most data analysis programs, SPSS included, provide two values of R-square—a plain version, which SPSS labels “R 
Square,” and an adjusted version, “Adjusted R Square.” Adjusted R-square is often about the same as (but is always less 
than) plain R-square. What is the difference? Just like a sample mean, which provides an estimate of the unseen population 
mean, a sample R-square provides an estimate of the true value of R-square in the population. And just like a sample 
mean, the sample R-square is equal to the population R-square, give or take random sampling error. However, unlike the 
random error associated with a sample mean, R-square’s errors can assume only positive values—squaring any negative 
error, after all, produces a positive number—introducing upward bias into the estimated value of R-square. This problem, 
which is more troublesome for small samples and for models with many independent variables, can be corrected by 
adjusting plain R-square “downward.” For a sample of size N and a regression model with k predictors, adjusted R-square is 
equal to: 1 – (1 – R-square)[(N – 1)/(N – k – 1)]. See Barbara G. Tabachnick and Linda S. Fidell, Using Multivariate 
Statistics, 3rd ed. (New York: HarperCollins, 1996), 164–165.

4. Of course, the smallest value of BA_or_more in the actual data is substantially higher than 0. If you do a quick 
Descriptives run, you will find that the lowest value of BA_or_more is 17.3 percent. 

5. Edward R. Tufte, The Visual Display of Quantitative Information, 2nd ed. (Cheshire, Conn.: Graphics Press, 2001). Tufte’s 
work has inspired other excellent treatments of visual communication. For example, see Stephen Few, Show Me the 
Numbers: Designing Tables and Graphs to Enlighten (Oakland, Calif.: Analytics Press, 2004); and Howard Wainer, Graphic 
Discovery: A Trout in the Milk and Other Visual Adventures (Princeton: Princeton University Press, 2005).

6. You will want to keep the Properties window open for your entire excursion into the Chart Editor. Each time you select a 
different part of the graph for editing, SPSS automatically adjusts the Properties window to reflect the editable features of 
the graphic element you have selected. Naturally, you can open the Properties window upon entering the Chart Editor by 
clicking the Properties button.

7. With the Chart Editor still open, click File  Save Chart Template. In the Save Chart Template window, click in the All 
Settings box, which selects all chart features. Now uncheck the box next to Text Content. (You don’t want SPSS to apply the 
same axis titles to all of your scatterplots.) Click Continue. Find a good place to save the template (and concoct a 
descriptive name for the file), which SPSS saves with the .sgt extension. To apply the template to future editing projects: In 
the Chart Editor, click File  Apply Chart Template, find the .sgt file, and click Open. Experience teaches that SPSS will 
apply most of the template’s features to the new graphic, although some minor editing may still be required.

8. See Michael D. Martinez and Jeff Gill, “The Effects of Turnout on Partisan Outcomes in U.S. Presidential Elections 1960–
2000,” Journal of Politics 67, no. 4 (November 2005): 1248–1274. Martinez and Gill find that the Democratic advantage 
from higher turnouts has declined over time.


