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The results from Models 3 and 4 in Table 7.5 indicate that some of the segment 
spline variables can be combined since the coefficients for the variables are not signifi-
cantly different from one another. Combining the segment spline variables may pro-
duce a more parsimonious model that fits the data as well as the more complex model. 
Researchers value more parsimonious models over less parsimonious models because 
simplicity is preferred to complexity.

In Model 5 of Table 7.5, I combine S_1_2, S_3_4, and S_5_6 since the coeffi-
cients for the first two variables in Model 2 are not significantly different from the 
third. I also combine S_7_8, S_9_10, and S_11_12 because the coefficient in 
Model 2 for the first variable is not significantly different from the coefficients for 
the last two variables. The resulting coefficients for S_1_6 and S_7_12 in Model 5 
are significant.

To test whether the coefficients for S_1_6 and S_7_12 in Model 5 of Table 7.5 are 
significantly different from one another and are not equal, I include the original SES 
variable and the S_7_12 variable in Model 6. Since S_7_12 is nested within revised SES, 
the coefficient for S_7_12 in Model 6 is the difference between the coefficients for 

Table 7.5 � Using Spline Variables to Model the Effect of the Revised SES 
Variable With Math Score as Dependent Variable

Independent 
Variable 

 Model

1 2 3 4 5 6

B B B B B B

SES-revised 1.78* — 1.31* 2.13* — 1.33*

S_1_2 — 1.18 –.13 –.96 — —

S_3_4 — 1.39* .08 –.74* — —

S_5_6 — 1.31* — –.82* — —

S_7_8 — 2.13* .82* — — —

S_9_10 — 2.24* .93* .11 — —

S_11_12 — 2.07* .76 –.06 — —

S_1_6 — — — — 1.33* —

S_7_12 — — — — 2.17* .84*

Intercept 40.90 43.07 43.07 43.07 42.85 42.85

R2 .158 .161 .161 .161 .161 .161

*p < .05.


