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Statisticians have proved by using the mathematics of calculus that this formula 
produces a B coefficient that when used to create predicted means produces predicted 
means with the minimum squared deviation from actual means.6 This is why this for-
mula for B is called the “least squares” estimator. The B in this case is a linear coeffi-
cient that indicates that for every unit increase in the independent variable, there is the 
same amount of increase in the dependent variable. A line drawn connecting estimates 
would have a constant slope.

In Figure 3.2, a line representing the linear coefficient is drawn in. In this case, the 
line connecting the coefficients from the dummy variable analysis is close to the line 

Figure 3.2 � Dummy Variable Coefficients for SES Quintile Effects on Math 
Score With Line for Linear Effect
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6. Gordon (2010), pages 94–110, presents an accessible discussion of the linear coefficient based 
on the standard least-squares explanation. Other thorough treatments include Agresti and 
Finlay (2009) and Fox (2015). Wooldridge (2013) presents an explanation of regression analysis 
that uses matrix algebra.

Table 3.16 � Linear Regression 
of SES Quintile on 
Math Score

Independent 
Variable B SE t

SES Quintile   2.67 .05 53.40

Intercept 42.91 .17 —


