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Summary

The unit vector lurks in the background in regression analysis and gets little attention in the lit-
erature on regression analysis. Although the coefficient for the unit vector a is not typically ana-
lyzed in a regression analysis, explaining the role of the unit vector particularly in dummy variable 
regression introduces the key concepts of nestedness and first-order differences.

In dummy variable regression, each dummy variable is nested in the unit vector, which means 
each dummy variable is a subset of the unit vector. In dummy variable regression, nestedness for 
a dummy variable leads to the coefficient for the dummy variable estimating a first-order differ-
ence. In this case, the first-order difference is the difference in means between the group repre-
sented by the dummy variable and the contrast group represented by the unit vector. We can also 
use regression modeling to estimate a higher order difference. For example, we can obtain a sec-
ond-order difference by including a dummy variable in the model, which is a subset of another 
dummy variable.

The concept of a constraint in regression modeling involves setting a particular coefficient 
to zero. In control modeling, constraints are set by setting the coefficients to zero in smaller 
models for coefficients that are estimated in larger models. In interaction modeling, constraints 
are set by setting the coefficients to zero in additive models for coefficients that are estimated in 
interaction models.

Table 4.4 � Linear Regression of Family 
Structure on Math Score

*p < .05.

Independent 
Variable

Model

1 2 3

B B B

Two Bio. — — —

Bio./Step. −2.56* — —

Bio./Step. + Single — −2.56* −2.66*

Single −2.74* −.18 —

Other Fam. −3.78* −3.78* −3.78*

Intercept 52.88 52.88 52.88

R2 .021 .021 .021


