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To test the difference between S_1_2 and S_3_4, between S_3_4 and S_5_6, 
between S_5_6 and S_7_8, between S_7_8 and S_9_10, and between S_9_10 and 
S_11_12, we create five new variables by adding variables as follows:

SES-revised D_1_2 D_3_4 D_5_6 D_7_8 D_9_10 D_11_12

1 1 1 0 0 0 0

2 2 2 0 0 0 0

3 3 3 1 0 0 0

4 4 4 2 0 0 0

5 5 2 1 0 0 0

6 6 3 2 0 0 0

7 7 4 3 1 0 0

8 8 5 4 2 0 0

9 9 6 5 3 1 0

10 10 7 6 4 2 0

11 11 8 7 5 3 1

12 12 9 8 6 4 2

D_9_10 = S_9_10 + S_11_12

D_7_8 = S_7_8 + D_9_10

D_5_6 = S_5_6 + D_7_8

D_3_4 = S_3_4 + D_5_6

D_1_2 = S_1_2 + D_3_4

The new variables are shown in the following table. Notice that D_1_2 is the same 
as the revised SES variable:

Going from right to left, the variable on the right is nested in the variable on the left. 
Nesting the variables in this way creates a second-order difference. The coefficient for 
the segment spline variable measures a first-order difference, how much more or less of 
the dependent variable results from a one-unit change in the independent variable. The 
new measure captures how much the coefficient for first segment spline variable is dif-
ferent from the coefficient for the second segment spline variable. I call this type of 
spline variable a “difference spline,” and it is the type of spline variable that is commonly 
presented in discussions of spline variables in statistics texts. As an example of using 


