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variable as the conditioning variable. Thus, the same set of differences in differences 
can be interpreted in two different ways depending on what variable is chosen as the 
conditioning variable.

Interactions Between Dummy Variables

The first step in considering interactions between dummy variables in regression is to 
examine the additive model shown in Equation 1. This model includes C1, which is “1” 
if college graduate parent and “0” if not. The model also includes family structure 
variables for biological parent/stepparent, single parent, and other family. C0, not-col-
lege-graduate parent, and F1, two biological parents, are the excluded variables:

	 Y = a + b1C1 + b2F2 + b3F3 + b4F4	 (1)

The following matrices show the data matrices for the additive model. The essence 
of an additive model is that the effects of one variable are not conditioned on the values 
of a second variable. We could say the values on one variable are independent of the val-
ues of the second. The coefficient for the intercept is the mean for not-college-graduate/
two biological parents:

	 U	 C1	 F2	 F3	 F4
┌ ┐ ┌ ┐ ┌ ┐ ┌ ┐ ┌ ┐
│1│ │0│ │0│ │0│ │0│
│1│ │0│ │1│ │0│ │0│
│1│ │0│ │0│ │1│ │0│
│1│ │0│ │0│ │0│ │1│
│1│ │1│ │0│ │0│ │0│
│1│ │1│ │1│ │0│ │0│
│1│ │1│ │0│ │1│ │0│
│1│ │1│ │0│ │0│ │1│
└ ┘ └ ┘ └ ┘ └ ┘ └ ┘

Table 6.3 � Differences in Mean Math Scores by Family Structure and  
College-Graduate Parent

Family Structure Not College Grad. College Grad. Difference in Differences

Two Bio. — 7.01 —

Bio./Step. — 5.54 −1.47

Single — 6.25 −.76

Other Fam. — 6.88 −.13


