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always be different from the linear coefficient. The table also shows the linear B coef-
ficient, which essentially forces the difference between category means to be equal. The 
example illustrates how the linear coefficient can be described as being similar to a 
mean of the differences in the means between categories.

The advantage of using the linear coefficient is that the linear coefficient is more 
parsimonious. The preference for parsimony in science is the idea that simpler expla-
nations are preferred over more complex explanations if both explanations are equally 
effective. In this example, using the linear coefficient is more parsimonious since it 
captures the relationship with one coefficient rather than with seven coefficients. The 
effectiveness of the linear coefficient depends on how well it models the actual rela-
tionship between variables.

Linear Coefficient in Logistic Regression

We can also estimate linear coefficients in logistic regression. Table 3.20 shows the log 
odds of being in the top 25% on math for each parental education category. The results 
show that as parental education increases, the log odds of being in the top 25% in math 
increase. The last column in the table highlights this pattern by showing the difference 
between the log odds for the less-than-high-school category and all the other catego-
ries. The differences become less negative going from one category to the next. We can 
see that the relationship is basically linear since the coefficients increase as education 
increases. Increase in this case means that the coefficients become less negative.

In Table 3.21, I again examine linearity by first using dummy variables to con-
sider the relationship between parental education and being in the top 25% in math. 
I do this by including dummy variables for parental education for all categories except 
the less-than-high-school category. Notice that the coefficients for the dummy vari-
ables in the logistic regression are the same as the differences between log odds shown 
in Table 3.20. The intercept is the log odds for the less-than-high-school category.

Coeff2 - Coeff1 Difference Linear B

HS Only - < HS 2.43 2.78

2-Yr. Degree - HS Only 1.06 2.78

4-Yr. Degree - 2-Yr. Degree 4.61 2.78

MA/MS - 4-Yr. Degree 2.28 2.78

PhD/MD - MA/MS 3.22 2.78

Table 3.19 � Differences in Dummy Variable 
Coefficients for Effects of Parental 
Education on Math Score Compared 
With the Linear Coefficient


