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Example Using Logistic Regression

A researcher is interested in whether the effect of SES on chances of attending private 
high school is the same across all values of SES. The idea is that the effects of SES may 
diminish at the highest levels of SES. Table 7.7 shows the effect of revised SES in 
Model 1 and segment spline variables in Model 2. The coefficients for the segment 
splines appear to decrease at higher levels of SES. However, none of the difference 
splines in Model 3 are significant, which seems to indicate that the spline model is 
not necessary. However, the difference in −2 log-likelihood between Model 1 and 
Model 2 of 23.7 (16,115.1 − 16,091.4) is distributed chi-square and is larger than the 
critical chi-square with 5 degrees of freedom at the .05 level of significance of 11.07. 
Model 2 fits the data better than Model 1. When choosing between two models, the 
model with the significantly lower −2 log-likelihood is the preferred choice.

The researcher then estimates a simpler model than Model 2. Since the coefficients 
for S_9_10 and S_11_12 are less than the coefficient for S_7_8, the researcher creates 

Table 7.6 � Using Spline Variables to Model the Effect of the SES 
Variable With Math Score as Dependent Variable

Independent 
Variable 

Model

1 2 3 4 5 6

B B B B B B

SES 5.45* — 3.96* 7.32* — 4.28*

S01 — 2.90* −1.06 −4.42* — —

S02 — 4.72* .76 −2.60* — —

S03 — 3.96* — −3.36* — —

S04 — 7.32* 3.36* — — —

S05 — 6.55* 2.59* −.77 — —

S06 — 5.60* 1.64 −1.72 — —

S_01_03 — — — — 4.28* —

S_04_06 — — — — 6.90* 2.62*

Intercept 51.14 43.85 50.78 56.66 43.13 50.62

R2 .162 .165 .165 .165 .165 .165

*p < .05.


