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In Figure 3.4, I have graphed the dummy variable coefficients from the logistic 
regression for the effect of parental SES decile on the log odds of attending private 
school. The increase in the log odds of attending private school increases for the lowest 
deciles, flattens out a bit, and increases again for the highest deciles.

There are more formal ways of testing for nonlinearity such as adding a squared 
variable to the model. For parental SES, one would calculate a new variable that is 
parental SES squared. Parental SES and parental SES squared would be included in the 
regression model. If parental SES squared is significantly different from zero, then that 
is evidence of a nonlinear relationship. However, the advantage of using dummy 
variables is that the results are more straightforward to interpret. Later in the book, I 
discuss another way to examine linearity, which is to use spline variables.

Figure 3.4 � Dummy Variable Coefficients for SES Decile Effects on Attends 
Private School With Line for Linear Effect
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Summary

Most introductory discussions of linear regression often start by explaining how to fit a line 
through a scatterplot of points. In this book, I start the discussion of linear regression with dummy 
variable regression. I show that a linear regression with a single dummy independent variable 
produces the same result as the t test for the difference in means between the two groups repre-
sented by the dummy variable. Dummy variables can also be used to capture a set of differences 
among three or more groups. A key analytical decision when there are three or more groups rep-
resented by a variable is which of the groups will be chosen as the key contrast group. Although 
linear regression involving dummy independent variables can be viewed as estimating differences 


