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Chapter 8: Coexisting Properties and Joint Probability Models
1. Calculating a Covariance. Continuing with the example in which a researcher is investigating the extent to which an individual’s reliance on the Internet in the obtaining of news and information might be related to his or her public policy knowledge, the following observations have been obtained (Table 8.9):
Table 8.9
Joint Distribution of the Properties Reliance on the Internet (Likert-type scale, X) and Public Policy Knowledge (Test Score, Y) for a Set of 390 Individuals
	Internet Reliance
	Test 0
	Test 1
	Test 2
	Test 3
	Test 4
	Test 5
	Internet Total

	1 (SD)
	0
	0
	0
	0
	4
	26
	30

	2 (D)
	0
	0
	0
	12
	48
	0
	60

	3 (N)
	0
	0
	24
	66
	0
	0
	90

	4 (A)
	0
	40
	80
	0
	0
	0
	120

	5 (SA)
	52
	38
	0
	0
	0
	0
	90

	Test total
	52
	78
	104
	78
	52
	26
	390



As a measure of association between two coexisting properties in a probability model, we have described the covariance in terms of the probabilities of the joint occurrences of the two coexisting properties. That is, the covariance is assessed as


Σ ((ai – )  (bj – ))  p(ai, bj), where
· the ai are the values of some property X,
· the bj are the values of a coexisting property Y,
· 
 is the expected value of property X,
· 
 is the expected value of property Y,
· p(ai, bj) is the probability of the co-occurrence of the values ai and bj.
In the case of a set of actual observations of two coexisting properties, the covariance is also an appropriate measure of association, with p(ai, bj) being replaced by f(ai, bj) where
f(ai, bj) = o(ai, bj)∕n, where
· o(ai, bj) is the number of observations of the occurrence of phenomena having the value ai for X and the value bj for the property Y and
· n is the total number of phenomena observed.
Thus, the covariance for a set of actual observations can be assessed as:


(Σ ((ai – )  (bj – ))  o(ai, bj))∕n.


Now, we have previously assessed  = 3.46 and  = 2.2, and we know there are 390 observations. Therefore, the covariance for this set of observations would be assessed as:
(Σ ((ai – 3.46)  (bj – 2.2)  o(ai, bj))∕390.
Moreover, to assist in keeping these calculations in order, we can use the following worktable (Table 8.10). Note, the first several entries have been made.

Table 8.10
Worktable for Calculating the Covariance for a Set of 390 Observations
	(ai, bj)
	
ai – 
	
[bookmark: MTBlankEqn]bj – 
	o(ai, bj)
	Contribution

	(1, 0)
	1 – 3.46 = –2.46
	0 – 2.2 = –2.2
	0
	–2.46  –2.2  0 = 0

	(1, 1)
	1 – 3.46 = –2.46
	1 – 2.2 = –1.2
	0
	–2.46  –1.2  0 = 0

	(1. 2)
	1 – 3.46 = –2.46
	2 – 2.2 = –0.2
	0
	–2.46  –0.2  0 = 0

	(1, 3)
	1 – 3.46 = –2.46
	3 – 2.2 = 0.8
	0
	–2.46  0.8  0 = 0

	(1, 4)
	1 – 3.46 = –2.46
	4 – 2.2 = 1.8
	4
	–2.46  1.8  4 = –17.71

	(1, 5)
	1 – 3.46 = –2.46
	5 – 2.2 = 2.8
	26
	–2.46  2.8  26 = –179.09

	(2, 0)
	2 – 3.46 = –1.46
	0 – 2.2 = –2.2
	0
	–1.46  –2.2  0 = 0

	(2, 1)
	2 – 3.46 = –1.46
	1 – 2.2 = –1.2
	0
	–1.46  –1.2  0 = 0

	(2. 2)
	2 – 3.46 = –1.46
	2 – 2.2 = –0.2
	0
	–1.46  –0.2  0 = 0

	(2, 3)
	2 – 3.46 = –1.46
	3 – 2.2 = 0.8
	12
	–1.46  0.8  12 = –14.02

	(2, 4)
	2 – 3.46 = –1.46
	4 – 2.2 = 1.8
	48
	–1.46  1.8  48 = –126.14

	(2, 5)
	2 – 3.46 = –1.46
	5 – 2.2 = 2.8
	0
	–1.46  2.8  0 = 0

	(3, 0)
	3 – 3.46 = –0.46
	0 – 2.2 = –2.2
	0
	–0.46  –2.2  0 = 0

	(3, 1)
	3 – 3.46 = –0.46
	1 – 2.2 = –1.2
	0
	–0.46  –1.2  0 = 0

	(3. 2)
	3 – 3.46 = –0.46
	2 – 2.2 = –0.2
	24
	–0.46  –0.2  24 = 2.21

	(3, 3)
	3 – 3.46 = –0.46
	3 – 2.2 = 0.8
	66
	–0.46  0.8  66 = –24.29

	(3, 4)
	3 – 3.46 = –0.46
	4 – 2.2 = 1.8
	0
	–0.46  1.8  0 = 0

	(3, 5)
	3 – 3.46 = –0.46
	5 – 2.2 = 2.8
	0
	–0.46  2.8  0 = 0

	(4, 0)
	4 – 3.46 = 0.54
	0 – 2.2 = –2.2
	0
	0.54  –2.2  0 = 0

	(4, 1)
	4 – 3.46 = 0.54
	1 – 2.2 = –1.2
	40
	0.54  –1.2  40 = –25.92

	(4. 2)
	4 – 3.46 = 0.54
	2 – 2.2 = –0.2
	80
	0.54  –0.2  80 = –8.64

	(4, 3)
	4 – 3.46 = 0.54
	3 – 2.2 = 0.8
	0
	0.54  0.8  0 = 0

	(4, 4)
	4 – 3.46 = 0.54
	4 – 2.2 = 1.8
	0
	0.54  1.8  0 = 0

	(4, 5)
	4 – 3.46 = 0.54
	5 – 2.2 = 2.8
	0
	0.54  2.8  0 = 0

	(5, 0)
	5 – 3.46 = 1.54
	0 – 2.2 = –2.2
	52
	1.54  –2.2  52 = –176.18

	(5, 1)
	5 – 3.46 = 1.54
	1 – 2.2 = –1.2
	38
	1.54  –1.2  38 = –70.22

	(5. 2)
	5 – 3.46 = 1.54
	2 – 2.2 = –0.2
	0
	1.54  –0.2  0 = 0

	(5, 3)
	5 – 3.46 = 1.54
	3 – 2.2 = 0.8
	0
	1.54  0.8  0 = 0

	(5, 4)
	5 – 3.46 = 1.54
	4 – 2.2 = 1.8
	0
	1.54  1.8  0 = 0

	(5, 5)
	5 – 3.46 = 1.54
	5 – 2.2 = 2.8
	0
	1.54  2.8  0 = 0

	Total
	--
	--
	390
	–640.00



Covariance = Contribution total∕total o(ai, bj)
–640∕390 = –1.64
Using this work table, complete the remaining entries to calculate the covariance for this set of observations.
a) Is the value positive or negative? Negative
b) What does the covariance suggest regarding the potential association of these two properties?
· Given the implication of the covariance, what can we predict about the public policy knowledge of an individual who primarily relies on the Internet?
Lower than average amount of public policy knowledge
· Given the implication of the covariance, what can we predict about the public policy knowledge of an individual who does not rely on the Internet?
Higher than average amount of public policy knowledge
	
2. Constructing a Probability Model of a Nonassociation. The first step of analysis in any association study is to construct a probability model of an appropriate nonassociation against which the association study observations may be compared. Consider the following association study in which the smoking habits of men and women are compared.
	A set of 100 individuals have been asked their smoking habits (property Y) and gender (property X). First, with regard to “gender,” of the 100 individuals, 60 were women and 40 were men. Then with regard to “smoking,” of the 100 individuals, 30 were smokers and 70 were nonsmokers. Now, to construct a probability model in which smoking and gender are not related, we would begin by constructing a contingency table with the values of gender as the rows and the values of smoking habit as the columns (Table 8.11):
Table 8.11
Joint Distribution of the Values for Gender and Smoking Habit for a Set of 100 Individuals
	Gender
	Smoker
	Nonsmoker
	Total Gender

	Woman
	
	
	60

	Man
	
	
	40

	Total
	30
	70
	100



Now, if these two properties are not related, we would expect the following:
· p(smoker and woman) = p(smoker)  p(woman);
· p(smoker and man) = p(smoker)  p(man);
· p(nonsmoker and woman) = p(nonsmoker)  p(woman); and
· p(nonsmoker and man) = p(nonsmoker)  p(woman).
Suppose, then, we use the observed relative frequencies of these two properties as proxies for probabilities. We then have
· p(smoker) = 30∕100 = .30;
· p(nonsmoker) = 70∕100 = .70;
· p(woman) = 60∕100 = .60; and
· p(man) = 40∕100 = .40.
Thus, the expectations for the first of the above-listed occurrences, we have 
p(smoker and woman) = .30  .60 = .18.
Furthermore, since p(smoker and woman) = o(smoker and woman)∕100 for this probability model of 100 individuals, the number of individuals we would expect to be a “smoker and a woman” is thus
p(smoker and woman)  100 = o(smoker and woman) = .18  100 = 18.
Thus, in our probability model, we would expect to find 18 individuals who are a “smoker and a woman.” If we put this result into our Joint Distribution Table, we have the following (Table 8.12):
Table 8.12
Joint Distribution of the Values for Gender and Smoking Habit for a Set of 100 Individuals
	Gender
	Smoker
	Nonsmoker
	Total Gender

	Woman
	18
	(0.7  0.6  100) = 42
	60

	Man
	(0.3  0.4  100) = 12
	(0.7  0.4  100) = 28
	40

	Total
	30
	70
	100



Following this procedure, complete the remaining entries to this probability model. Confirm your results by assuring that the “Total” numbers for Gender and Smoking Habit are maintained.
See above
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