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that seek to communicate the strength of association between the dependent and independent variables. 
Stata reports the measure suggested by McFadden7:
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Stata’s logit and logistic results record this value next to “Pseudo R2.” With a value of about 0.12, one 
would conclude that sentiment toward gays, by itself, reduces the log likelihood of the dependent variable 
by 12 percent compared to a naïve model with no independent variables.8

By now you are aware of the interpretive challenges presented by logistic regression analysis. In running 
good old OLS, you had a mere handful of statistics to report and discuss: the constant, the regression 
coefficient(s) and accompanying p-value(s), and R-squared. That’s about it. With logistic regression, there 
are more statistics to record and make sense of. Table 10-1 contains a summary of the results of the sample 
logistic regression discussed in this section. You could use this tabular format to report the results of any 
logistic regressions you perform.9

LOGISTIC REGRESSION WITH MULTIPLE INDEPENDENT VARIABLES

In this section, we’ll add an explanatory variable to our logistic regression analysis of support for requiring 
wedding businesses to serve gay couples. Sentiment toward gays generally, although clearly an important 
predictor of supporting the requirement, left a lot of the variation in opinions on this issue unexplained, 
indicating that other factors might also contribute to the explanation.

When we perform OLS regression in Stata with the regress command, we can enter multiple 
independent variables into the model and estimate the partial effects of each one on the dependent 
variable. Logistic regression, like OLS regression, can accommodate multiple predictors of a binary 
dependent variable. In addition to sentiment toward gays, we might also evaluate the effect of party 
identification on support for requiring wedding businesses to serve gay couples. Consider the following 
logistic regression model:

Logged odds (require service) = a + b1*(ft gays) + b2*(Democrat) + b3*(Republican)

7Daniel McFadden, “Conditional Logit Analysis of Qualitative Choice Behavior,” Frontiers in Econometrics, ed. Paul Zarembka (New 
York: Academic Press, 1974), 105–142. See especially pp. 120–121.
8For additional pseudo R-squared measures, download Ben Jann’s module, estout (version 3.17, June 2, 2014). For example, estout’s 
estadd command returns the Cox-Snell and Nagelkerke’s R-squared measures, which are familiar to SPSS researchers. To download 
estout, type “ssc install estout”.
9For unweighted analyses, report “LR chi2”. 

Table 10-1  Logistic Regression Model Estimates and Summary 

Model estimates Coefficient Std. error p-value Odds ratio Percentage change in odds

Education 0.033 0.002 <0.001 1.033 3.3%

Constant –2.066 0.141 <0.001

N 3,535

Wald chi-square9 252.85 <0.001

Pseudo R-squared 0.120




