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Figure 10-2  Predicted Probabilities With Confidence Intervals for an Interval-Level Independent Variable

As you can see in Figure 10-2, the relationship between scores on the feeling thermometer and the 
predicted probability of supporting the requirement to serve gay couples is not a straight line. There is a slight 
S-shaped curve. The predicted probability line has a positive slope at all points, but suppose that you had to pick 
a 1-point increment in feeling thermometer scores that has the largest impact on the probability of support for 
the requirement to serve gay couples. What would that increment be? Study the results, and think about the 
phenomenon you are analyzing. Remember that the dependent variable is measured as a binary decision. A 
person either supports requiring service or thinks businesses should be allowed to refuse service. You may have 
noticed that, between 63 and 64 degrees on the feeling thermometer, the predicted probabilities increase from 
.493 to .502, a difference of .009 and the largest marginal increase in the data. And it is between these two values 
of the ft_Gays that, according to the analysis, the binary decision shifts in favor of supporting the requirement 
to serve gay couples—from a probability of less than .50 to a probability of greater than .50. The interval 
between 63 and 64 degrees is the “sweet spot”—the interval with the largest impact on the predicted probability 
and the interval in which the predicted probability switches from less than .50 to more than .50.15

The method used to create a predicted probability plot with an independent variable measured at the 
interval level also works to generate a plot showing predicted probabilities for different cases of a nominal- 
or ordinal-level independent variable. For example, one could compare the probabilities of supporting the 
requirement to serve gay couples for the three different values of partyid3. Again, this is a three-step 
process: (1) estimate the logistic regression, (2) execute the margins command specifying the independent 
variable values, and (3) generate the margins plot. These steps used to create a graphic like Figure 10-3 are 
illustrated with the commands below.

15The largest marginal effect of the independent variable on the probability of the dependent variable is sometimes called the instantaneous 
effect. In our example, the instantaneous effect is equal to .009, and this effect occurs between 63 and 64 degrees of ft_Gays. The effect of a 
one-unit change in the independent variable on the probability of the dependent variable is always greatest for the interval containing a 
probability equal to .5. The instantaneous effect, calculated by hand, is equal to b * 0.25, in which b is the value of the logistic regression 
coefficient. For a discussion of the instantaneous effect, see Fred C. Pampel, Logistic Regression: A Primer, SAGE University Papers Series on 
Quantitative Applications in the Social Sciences, series no. 07-132 (Thousand Oaks, CA: SAGE, 2000), 24–26.




