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is, we cannot assume that a 1-year change in education occasions a consistent increase in the 
probability of voting. Because ordinary least squares (OLS) regression assumes linearity between the 
independent and dependent variables, we may not use the regress command to analyze this 
relationship. But as luck and statistics would have it, the researcher may assume a linear relationship 
between education and the logged odds of voting.

You may have seen odds placed on sporting events. Betting odds are a ratio between the likelihood 
of an event happening to the likelihood of an event not happening. If the odds of a team winning the 
Super Bowl are placed at 2:1, oddsmakers think the team is twice as likely to win as it is to lose. If the 
odds of a candidate winning an election are placed at 1:3, what is the candidate’s expected probability 
of success? It’s tempting to say 1/3 or .33, but that’s wrong. The odds are that the candidate would win 
one out of four contests; the probability of winning is .25 (p) and the probability of losing is .75  
(1 − p). The odds of an event occurring are equal to p / (1 − p). A bit of algebra tells us that the 
probability of an event occurring equals its odds / (1 + odds). The odds of an event occurring range 
between 0 and positive infinity, with 1 representing even odds. One is not the midway point between 0 
and positive infinity so we work with logged odds. Logged odds have some convenient mathematical 
properties: the logged odds of a 50-50 event (1:1 odds) equals 0. The logged odds of an event with odds 
less than 1:1, or less probable than .5, is a negative number. The logged odds of an event with odds 
greater than 1:1, or more probable than .5, is a positive number. Figure 10-1 shows the relationship 
between probabilities, odds, and logged odds.

Let’s put the relationship into logistic regression form and discuss its special properties:

logged (odds voting) = a + b*(years of education).

This logistic regression model is quite OLS-like in appearance. Just as in OLS regression, the constant or 
intercept, a, estimates the dependent variable (in this case, the logged odds of voting) when the independent 
variable is equal to zero—that is, for people with no formal education. And the logistic regression 
coefficient, b, will estimate the change in the logged odds of voting for each 1-year increase in education. 
What is more, the analysis will produce a standard error for b, permitting us to test the null hypothesis that 
education has no effect on turnout. Finally, Stata output for logistic regression will provide an R-squared 

Figure 10-1  Relationship Between Probabilities, Odds, and Logged Odds

 




